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Part I

Introduction





Chapter 1 — Introductions and outline

1.1 — Non-technical introduction

1.2 — Mathematical introduction

1.3 — Outline

This dissertation is based on the following articles and preprints:

[And+19] J. E. Andersen, G. Borot, S. Charbonnier, V. Delecroix, A. Giacchetto, D.
Lewański, and C. Wheeler. “Topological recursion for Masur–Veech volumes”
(2019). arXiv: 1905.10352 [math.GT] .

[And+20] J. E. Andersen, G. Borot, S. Charbonnier, A. Giacchetto, D. Lewański, and C.
Wheeler. “On the Kontsevich geometry of the combinatorial Teichmüller space”
(2020). arXiv: 2010.11806 [math.DG] .

[CMS+19] D. Chen, M. Möller, and A. Sauvaget. “Masur–Veech volumes and intersec-
tion theory: the principal strata of quadratic differentials” (2019). Appendix by
G. Borot, A. Giacchetto and D. Lewański. arXiv: 1912.02267 [math.AG] .

[GKL21] A. Giacchetto, R. Kramer, and D. Lewański. “A new spin on Hurwitz theory
and ELSV via theta characteristics” (2021). arXiv: 2104.05697 [math-ph] .

[GLN] A. Giacchetto, D. Lewański, and P. Norbury. “KP hierarchy for Chiodo inte-
grals.” In preparation.

It is organised in the following way.

• Part II deals with the combinatorial model of the moduli space of curves, and is all based
on [And+20 ].

– In Chapter 3 we introduce the combinatorial moduli spaces parametrising metric
ribbon graphs and the associated Teichmüller spaces, and prove various topological
and geometric properties. In particular, we discuss cutting and gluing of metric
ribbon graphs, as well as Fenchel–Nielsen-type coordinates.

– In Chapter 4 we recall the symplectic properties of the combinatorial moduli and
Teichmüller spaces, due to Kontsevich, and prove a Wolpert-type formula for this
symplectic structure.

– In Chapter 5 we set-up geometric recursion in this combinatorial setting. In par-
ticular, we prove a combinatorial analogue of the Mirzakhani–McShane identity,
which yields to a recursion formula for the symplectic volumes of the combinatorial
moduli spaces. In particular, we give a new geometric proof of Witten’s conjecture.
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I. Introduction

– In Chapter 6 we extend known results about the connection between hyperbolic
structures and metric ribbon graphs, exploiting the geometric idea that metric ribbon
graphs approximate hyperbolic surfaces with large boundaries.

• Part III deals with the enumeration of multicurves in both the hyperbolic and combinato-
rial settings, as well as its connection with Masur–Veech volumes and area Siegel–Veech
constants of the principal stratum of the moduli space of quadratic differentials. It con-
tains some results from [And+19 ; And+20 ], and new unpublished material originated
from these works.

– Chapter 7 is based on [And+19 ] and on the last section of [And+20 ]. We discuss the
enumeration of multicurves in the hyperbolic and combinatorial setting, proving a
Mirzakhani-type identity and a recursion for the average number of multicurves.
We also discuss the enumeration of cylinders, weighted by their hyperbolic or
combinatorial area.

– Chapter 8 builds again on ideas from [And+19 ; And+20 ]. We show that the asymp-
totic number of multicurves in the hyperbolic and combinatorial settings are equal,
and that they coincide with the Masur–Veech volumes of the principal stratum of the
moduli space of quadratic differentials. This gives a way to compute such volumes,
and we were able to conjecture the behaviour of Masur–Veech volumes as a function
of the genus and number of marked points. We also discuss the connection between
the enumeration of cylinders and the area Siegel–Veech constants.

– Chapter 9 is based on [CMS+19 ]. We briefly summarise how the authors proved
the above conjecture from [And+19 ] through intersection theory of the Segre class
of the quadratic Hodge bundle, and present our contribution which is a recursion
formula for Masur–Veech volumes. Based on [GLN ], we also show how the Chern
class of the quadratic Hodge bundle computes the Euler characteristic of the moduli
space of curves, providing a new intersection-theoretic proof of the Harer–Zagier
formula.

• Part IV deals with spin Hurwitz numbers, and is all based on [GKL21 ].

– In Chapter 10 we review the representation theory of the spin algebra and the theory
of neutral fermions. This allows us to represent spin Hurwitz numbers in terms of
characters of the Sergeev group and vacuum expectation values on the neutral Fock
space.

– In Chapter 11 we derive the spin analogue of the Okounkov–Pandharipande opera-
tors on neutral fermions, which is then employed for the analysis of the polynomi-
ality structure of spin double Hurwitz numbers and their wall-crossing formulae.
We also provide an explicit expressions for the generating series of the spin cut-and-
join-operators, which can then be computed directly and algorithmically.

– Chapter 12 contains the main conjecture concerning spin Hurwitz theory: single
spin Hurwitz numbers are generated by topological recursion for a specific spectral
curve. We also give evidence for this conjecture by proving it in genus zero. Since
the conjectural spectral curve differs from the usual definition, we define and analyse
�-quotients of spectral curves, and reduce them to the usual setting of topological
recursion. We then employ the correspondence with cohomological field theories
to derive the representation of spin Hurwitz numbers as intersection numbers on

4



1. Introductions and outline

M�,=. To conclude, we express the cohomological field theory as the Chiodo class
twisted by the Witten 2-spin class.
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Chapter 2 — Prerequisites

The main purpose of this chapter is to make the thesis as self-contained as possible, giving
an overview of different (but quite related) topics that are relevant for this dissertation. This
of course very often implies providing references for more details whenever we consider it
necessary or interesting.

2.1 — Moduli space of curves

In this section we recall some facts about smooth connected compact complex curves of genus
�, also called Riemann surfaces, with = marked points. Their moduli spaceM�,= has been a
central object in mathematics since Riemann’s work in the middle of the 19th century, and its
compactificationM�,= was defined more that 50 years ago by Deligne and Mumford [DM69 ]
by including stable curves. Either such moduli spaces can be seen as smooth Deligne–Mumford
stacks (in the algebraic-geometric setting) or as smooth complex orbifolds (in the analytic
setting). The latter notion is simpler and will be discussed here.

Definition 2.1.1. Let �, = ≥ 0 such that 2�−2+= > 0. A stable curve of type (�, =) is a complex
algebraic curve � of arithmetic genus � with = labeled marked points G1, . . . , G= such that

• the only singularities of � are simple nodes,

• the marked points are distinct and do not coincide with the nodes, and

• the curve (�, G1, . . . , G=) has a finite number of automorphisms.

We will not formally construct the moduli space of stable curvesM�,=, but we will list some of
its properties and refer to [ACG11 , Chapter XII] for further readings.

Proposition 2.1.2. Themoduli space of stable curvesM�,= is a smooth complex compact orbifold
of dimension 3� − 3 + =. Moreover, it contains the moduli space of smooth curvesM�,= as a
smooth open dense suborbifold.

We will call mM�,= =M�,= \M�,= the boundary of the moduli space of stable curves. Beware
that, asM�,= is a closed smooth orbifold, the boundary here is not meant in the sense of orbifold
with boundary.

Example 2.1.3. We describe here the moduli spaces of curves for the simplest topologies,
namely genus zero (or rational) curves with three or four marked points, and genus one curves
with one marked point (also called elliptic curves).

• M0,3 = { ∗ }. Every stable rational curve (�, G1, G2, G3) with three marked points can be
identified with (P1, 0, 1,∞) in a unique way.

7
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0 1−1 1
2−1
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�� ′
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1

•

Figure 2.1: On the left, the moduli spaceM1,1. The arcs �� and ��′ and the half-lines �� and
�′� ′ are identified. On the right, the point at infinity, corresponding to a pinched torus.

• M0,4 = P1. Every smooth rational curve (�, G1, G2, G3, G4) can be uniquely identified with
(P1, 0, 1,∞, _), for some _ ≠ 0, 1,∞. The value _ is determined by the positions of the
marked points on � via the cross-ratio:

_ =
(G4 − G1) (G2 − G3)
(G4 − G3) (G2 − G1)

.

The moduli spaceM0,4 is the set of values of _, that isM0,4 = P1 \ { 0, 1,∞ }. The nodal
curves inM0,4 correspond to two rational curves intersecting in one point and with two
marked points each. These three nodal curves, corresponding to the three way of splitting
four points in two sets of two, can be identified with _ tending to 0, 1 and∞.

• M1,1. Every smooth elliptic curve is given by a quotient C/Λ of the complex plane by a
lattice, and the image of Λ is a natural marked point on the quotient. Further, two elliptic
curvesC/Λ1 andC/Λ2 are isomorphic if and only if Λ2 = 0Λ1 for some 0 ∈ C×. Consider
now Λ = 41Z⊕ 42Z; multiplying by 1/41, we obtainZ⊕ gZwith g lying in the upper-half
plane h. Moreover, the elliptic curve defined by the lattice Z ⊕ gZ is isomorphic to the
curve defined by Z ⊕ g′Z, for g′ given by the modular action

g′ =
0g + 1
2g + 3 ,

(
0 1

2 3

)
∈ SL(2,C).

Thus,M1,1 = [h/SL(2,C)] as an orbifold, with generic point of stabiliser Z/2Z. Notice
that the moduli space has two non-smooth points as a variety, corresponding to g = i and
g = 4ci/3, with stabiliser given by Z/4Z and Z/6Z respectively. In this case there is only
one nodal curve, that is a rational curve with two points identified (a pinched torus), and
it corresponds to the point at infinity in Figure 2.1 .

Some of the main features of the moduli spaces of stable curves come from the existence of
natural maps between them: the forgetful and gluing maps.
The idea of a forgetful map is to assign to a genus � stable curve (�, G1, . . . , G=+<) the curve
(�, G1, . . . , G=), where we have forgotten the last < marked points. However, the resulting curve
is not necessarily stable. Assuming that 2� − 2 + = > 0, then either the curve (�, G1, . . . , G=) is

8
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• •

•

•

•

•
•

2

4

1

3 •

2

• 1

•

Figure 2.2: An example of forgetful morphism ?2 : M3,4 → M3,2. Forgetting the last two
marked points, both rational components become unstable and have to be contracted.

stable, or it has at least one rational component with one or two special points (that is, a marked
point or a node). In the latter case, this component can be contracted into a point. If the curve
thus obtained is not stable, we can find another component to contract. Since the number of
irreducible components decreases with each operation, in the end we will obtain a stable curve
(�, G1, . . . , G=)st.

Definition 2.1.4. Define the forgetful map

?< : M�,=+< −→M�,=, (�, G1, . . . , G=+<) ↦−→ (�, G1, . . . , G=)st. (2.1.1)

In the following, we will denote ?1 simply by ?.

The forgetful map is very important from the deformation theory point of view: it coincides
with the universal curve.

Proposition 2.1.5. The forgetful map ? : M�,=+1 →M�,= is the universal curve

c : C�,= →M�,=. (2.1.2)

In other words, the following universal property holds: for any family - → � of genus � stable
curves with = marked points, there exists a unique morphism i : �→M�,= such that the family
- is a pullback by i.

For the gluing maps, the idea is simply to identify marked points of stable curve(s), creating a
new curve of simpler type.

Definition 2.1.6. Define the gluing map of non-separating kind by identifying the last two
marked points of a single stable curve:

@ : M�−1,=+2 −→M�,=. (2.1.3)

Define the gluing map of separating kind by identifying the last marked points of different
stable curves:

A : M�1,=1+1 ×M�2,=2+1 −→M�,=, (2.1.4)

where �1 + �2 = � and =1 + =2 = =.

Together, we will call the maps ?, @ and A the tautological maps. Notice that tautological maps
simplify the topology of a curve by making its Euler characteristic higher. This simple feature

9



I. Introduction

will be the golden thread of the whole dissertation, appearing in the context of cohomological
field theories, topological and geometric recursion, Hurwitz theory, etc.

Notice that the image of both @ and A lie in the boundary mM�,= ⊂ M�,=. In particular, this
defines a stratification of the moduli space of curves via combinatorial data called stable graphs.

Definition 2.1.7. A stable graph is the data Γ = (+, �,Λ, �, �, a, ]) of

• a set + of vertices,

• a set � of half-edges, together with a map a : � → + that sends a half-edge to the vertex
it is attached to, and an involution ] : � → � pairing half-edges together,

• a subset Λ ⊆ � of leaves, that is the set of fixed points of ],

• the set � of edges is the set of orbits of ] of cardinality 2,

• a genus map � : + → Z≥0,

such that the following conditions hold:

• the graph (+, �) is connected,

• for each vertex { ∈ + , the stability condition holds: 2�({) − 2 + =({) > 0, where =({) =
|a−1({) | is the valence of { (i.e. the number of edges and leaves attached to {).

For a given stable graph Γ, we define its genus as �(Γ) = ∑
{∈+ �({) + ℎ1(Γ), where ℎ1(Γ) is the

first Betti number of the graph Γ. An automorphism of a stable graph is an automorphism of
the underlying graph that preserves individually the leaves and the genus of each vertex. Define
the type of Γ as (�(Γ), |Λ|), and denote the set of stable graphs of type (�, =) by G�,=.

If necessary, we will denote the sets of vertices, edges, half-edges and leaves of a stable graph Γ

with a subscript Γ.
For a given stable graph Γ, we define

MΓ =
∏
{∈+Γ
M�({) ,=({) , bΓ : MΓ −→M�,=, (2.1.5)

where the map bΓ is defined by gluing all the marked points on the components as indicated
by the edges of Γ. The images ofMΓ =

∏
{∈+ΓM�({) ,=({) (resp. MΓ) via bΓ under all stable

graphs of type (�, =) gives the open (resp. closed) boundary stratification ofM�,=. Clearly,
M�,= ⊆ M�,= corresponds to the open boundary stratum given by the unique stable graph with
one vertex of genus �, = leaves and no edges.

Example 2.1.8. In the following, the genus of a vertex is represented by a number inside the
vertex itself, while the leaves are labelled by natural numbers 1, 2, . . . .

• G0,3. There is a single stable graph of type (0, 3), namely

Γ =
2

3

1 0

This corresponds to the identificationM0,3 =M0,3 = { ∗ }.

10



2. Prerequisites

• G0,4. There are four stable graphs of type (0, 4), namely

Γ =
1

2

3

4
0 , Γ12 |34 =

1

2

3

4
00 ,

and similarly Γ13 |24 and Γ14 |23, all with trivial automorphism group. This corresponds to
the open boundary stratificationM0,4 =M0,4 t (M0,3 ×M0,3)t3.

• G1,1. There are two stable graphs of type (1, 1), namely

Γ = 11 and Γ′ = 01

with automorphism groups of order 1 and 2 respectively. This corresponds to the open
boundary stratificationM1,1 =M1,1t (M0,3/(Z/2Z)), with the single point correspond-
ing to the pinched torus in Figure 2.1 .

One of the main application of the boundary structure of the moduli space is discussed in the
next section: intersection theory onM�,=.

2.1.1 — Tautological ring

The generalisation of various topological invariants, such as homology and cohomology, from
the manifold setting to that of orbifold is relatively easy, albeit it brings some technical differ-
ences. In particular, for an orbifold - it is natural to consider its cohomology ring with rational
coefficients, rather than integers, which coincides with the cohomology ring of its underlying
topological space (also over Q). In particular, we can safely consider the rational cohomology
ring of the moduli space of stable curves �•(M�,=), where Poincaré duality holds. However, as
we will see, it is more natural to consider subrings which behave well under pushforwards by
tautological maps.

Definition 2.1.9. Define the tautological ring of the moduli spaces of stable curves as the
minimal family of unital subrings '•(M�,=) ⊆ �2•(M�,=) that is stable under pushforwards by
tautological maps1. Elements of the tautological ring are called tautological classes.

Clearly, 1 ∈ '0(M�,=), since a subring contains the unity element by definition. Moreover, all
boundary strata are tautological, since they are pushforward of the unit element by gluing maps.
The same holds for intersections and self-intersections of boundary strata.

Let us introduce now some more tautological classes. The definition of _- and ^-classes on
the moduli spaces without marked points was firstly given by Mumford in [Mum83 ], along
with the term “tautological classes”. The k-classes were first defined by Miller in [Mil86 ], and
became truly important after Witten formulated his fundamental conjecture [Wit90 ] on their
intersection numbers in connection with the Korteweg–de Vries (KdV) hierarchy.

Definition 2.1.10. Let lc be the relative dualising sheaf for c : C�,= → M�,=, that is lc
restricted to each fiber is the canonical bundle of the corresponding curve.

1From the algebraic-geometric point of view, a more natural choice is to consider Chow groups �3 (M�,=) instead
of even cohomology group �23 (M�,=). Except for the Givental–Teleman classification of CohFTs, Theorem 2.2.12 ,
every construction and result from this chapter holds in the Chow setting.

11



I. Introduction

• Define the Hodge bundle as E = c∗lc . The fiber over a point (�, G1, . . . , G=) is the
vector space of abelian differentials �0(�, l�), i.e. the space of forms over � that are
meromorphic, with poles at the nodes only and with residues on the two branches meeting
at a node of opposite sign. Hence, E is a rank � vector bundle, and define the Hodge
classes

_: = 2: (E) ∈ �2: (M�,=), : = 0, . . . , �. (2.1.6)

Define the full Hodge class as the Chern polynomial Λ(C) = 2(E; C) = ∑�

:=0 C
:_: .

• Let f8 be the section of c corresponding to the 8-th marked point. Define the line bundles
L8 = f∗8 lc . The fiber over a point (�, G1, . . . , G=) is the cotangent space )∗G8� of � at G8.
Define the k-classes

k8 = 21(L8) ∈ �2(M�,=). (2.1.7)

• Define the ^-classes
^3 = ?∗

(
k3+1=+1

)
∈ �23 (M�,=), (2.1.8)

where ? : M�,=+1 →M�,= is the forgetful map. We also define the multi-index ^-classes:
for ` = (`1, . . . , `<), define ^` = ?<,∗(k`1+1=+1 · · ·k

`<+1
=+< ), where ?< : M�,=+< → M�,= is

the <-th forgetful map.

Proposition 2.1.11 (See for instance [Zvo12 , Theorem 2.27]). All _-, k- and ^-classes are
tautological classes.

Tautological relations

One of the most natural questions to ask is an explicit presentation of the tautological ring in
terms of generators and relations. This can be achieved via strata algebra classes and tautological
relations. The following definition is due to Pixton [Pix13 ].

Definition 2.1.12. Fix a stable graph Γ. A basic class onMΓ is a product of monomials in
^-classes at each vertex of the graph and powers of k-classes at each half-edge:

W =
∏
{∈+Γ

∏
3≥0

^3 ({)<3 ({) ·
∏
ℎ∈�Γ

k
: (ℎ)
ℎ
∈ '•(MΓ), (2.1.9)

where ^3 ({) is the 3-th ^-class onM�({) ,=({) . We suppose that the weights satisfy∑
3≥0

3 · <3 ({) +
∑

ℎ∈�Γ ({)
: (ℎ) ≤ 3�({) − 3 + 2=({) (2.1.10)

at each vertex to avoid trivial vanishing, where �Γ({) ⊆ �Γ denotes the set of half-edges
(including the leaves) incident to {. Define the degree of [Γ, W] by setting

deg[Γ, W] = degC W + |� |. (2.1.11)

Consider the graded Q-vector space S•�,= whose basis is given by isomorphism classes of pairs
[Γ, W], where Γ is a stable graph of type (�, =) and W is a basic class onMΓ. Since there are only
finitely many pairs [Γ, W] up to isomorphism, S•�,= is finite dimensional. Define a graded algebra
structure on S•�,= as follows:

[Γ1, W1] · [Γ2, W2] =
∑
Γ

[Γ, W1W2nΓ], nΓ = −
∏

4∈�1∩�2
4=(ℎ,ℎ′)

(kℎ + kℎ′) (2.1.12)

12



2. Prerequisites

where the sum is over all stable graphs Γ whose set of edges �Γ is a union (not necessarily
disjoint) of two subsets � = �1 ∪ �2 such that contracting all edges outside �8 results in Γ8.
Here kℎ and kℎ′ are the k-classes corresponding to the two half-edges of 4, and nΓ is the excess
class given by Fulton’s excess theory.

Definition 2.1.13. Via the above intersection product, S•�,= is a finite dimensional graded
Q-algebra called the strata algebra. Pushforward along bΓ defines a canonical surjective ring
homomorphism

f : S•�,= −→ '•(M�,=), f[Γ, W] = bΓ,∗W. (2.1.13)

An element of the kernel of f is called a tautological relation.

A natural question, then, is how to explicitly construct tautological relations. In his PhD thesis
[Pix13 ], Pixton constructed a set of relations based on the known Faber–Zagier relations for
the moduli space of smooth curvesM�,0 and conjectured that they constitute all tautolog-
ical relations. Such relations were later proved to hold in cohomology by Pandharipande–
Pixton–Zvonkine [PPZ15 ] using cohomological field theories techniques (a more precise defini-
tion of such relations will be given in Section 2.2 via the Witten 3-spin class). The above (conjec-
tural) presentation has many practical applications. For instance, Delecroix–Schmitt–van Zelm
[DSZ20 ] implemented Pixton’s presentation of the tautological ring as a SageMath package,
called admcycles, which allows various checks on cohomology or intersection theory on
the moduli space of curves. In particular, admcycles has been used to numerically check
Theorem 12.3.6 , expressing spin Hurwitz numbers in terms of intersection theory on the moduli
space of curve.

Intersection theory

Being a smooth compact complex orbifold of dimension 3� − 3 + =, it make sense to consider
intersection numbers of the form∫

M�,=

U ∈ Q, U ∈ �6�−6+2= (M�,=). (2.1.14)

It is not difficult to show that the computation of intersection numbers involving _- and ^-
classes can be reduced to the computation of k-classes only (see [Zvo12 ]). A simple example of
such relations is the following result.

Lemma 2.1.14. Let % be a polynomial in the ^- and k-classes. Denote by %̂ the polynomial
obtained from % by substituting ^3 ↦→ ^3 − k3=+1 for every 3. Then we have∫

M�,=

% · ^< =

∫
M�,=+1

%̂ · k<+1=+1 . (2.1.15)

Computing k-classes intersection numbers is much more difficult. A formula was first con-
jectured by Witten [Wit90 ], and proved shortly after by Kontsevich in [Kon92 ]. To state
Witten–Kontsevich result, let us introduce Witten’s notation for intersection numbers:

〈g:1 · · · g:=〉� =
∫
M�,=

k
:1
1 · · ·k

:=
= . (2.1.16)
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(�, =) 〈g:1 · · · g:=〉� ∗

(0, 3) 〈g30 〉0 1

(0, 4) 〈g30 g1〉0 1

(0, 5)
〈g40 g2〉0 1

〈g30 g21 〉0 2

(0, 6)
〈g50 g3〉0 1

〈g40 g1g2〉0 3

〈g30 g31 〉0 6

(0, 7)

〈g60 g4〉0 1

〈g50 g1g3〉0 4

〈g50 g22 〉0 6

〈g40 g21 g2〉0 12

〈g30 g41 〉0 24

(�, =) 〈g:1 · · · g:=〉� ∗

(1, 1) 〈g1〉1 1
24

(1, 2)
〈g0g2〉1 1

24

〈g21 〉1
1
24

(1, 3)
〈g20 g3〉1

1
24

〈g0g1g2〉1 1
12

〈g31 〉1
1
12

(1, 4)

〈g30 g4〉1
1
24

〈g20 g1g3〉1
1
8

〈g20 g22 〉1
1
6

〈g0g21 g2〉1
1
4

〈g41 〉1
1
4

(�, =) 〈g:1 · · · g:=〉� ∗

(2, 1) 〈g4〉2 1
1152

(2, 2)
〈g0g5〉2 1

1152

〈g1g4〉2 1
384

〈g2g3〉2 29
5760

(3, 1) 〈g7〉3 1
82944

(3, 2)

〈g0g8〉3 1
82944

〈g1g7〉3 5
82944

〈g2g6〉3 77
414720

〈g3g5〉3 503
1451520

〈g24 〉3
607

1451520

(4, 1) 〈g10〉4 1
7962624

Table 2.1: Some k-classes intersection numbers, computed using the topological recursion
relation (2.1.19 ).

Theorem 2.1.15 (Witten conjecture/Kontsevich theorem [Wit90 ; Kon92 ]). For 2� − 2 + = > 0,
the following relations hold.
String equation.

〈g:1 · · · g:=g0〉� =
=∑
8=1

〈g:8−1g:1 · · · ĝ:8 · · · g:=〉� (2.1.17)

Dilaton equation.

〈g:1 · · · g:=g1〉� = (2� − 2 + =) 〈g:1 · · · g:=〉� (2.1.18)

Topological recursion equation. The following relations uniquely determine the intersec-
tion numbers 〈g:1 · · · g:=〉� from the initial data 〈g30 〉0 = 1 and 〈g1〉1 = 1

24 .

〈g:1 · · · g:=〉� =
=∑
<=2

(2:1 + 2:< − 1)!!
(2:1 + 1)!! (2:< − 1)!!

〈g:1+:<−1g:2 · · · ĝ:< · · · g:=〉�

+1
2

∑
0+1=:1−2

(20 + 1)!! (21 + 1)!!
(2:1 + 1)!!

(
〈g0g1g:2 · · · g:=〉�−1

+
∑

�1+�2=�
)1t)2={g:2 ,...,g:= }

〈g0)1〉�1 〈g1)2〉�2
)
.

(2.1.19)

We can package the above numbers in a generating series:

�WK(C0, C1, C2, . . . ) =
∑

�≥0,=≥1
2�−2+=>0

1

=!

∑
:1,...,:=≥0

〈g:1 · · · g:=〉�
=∏
8=1

C
:8
8
. (2.1.20)
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2. Prerequisites

Witten’s original formulation of his conjecture states that �WK is the unique g-function of
the KdV hierarchy (with respect to the rescaled times ?2:+1 =

C:
(2:−1)!! ), satisfying the string

equation and a certain initial condition:

mC0�
WK =

C20

2
+

∑
:≥1

C:+1mC:�
WK, �WK(C0, 0, 0, . . . ) =

C30

6
. (2.1.21)

Such conjecture was proved to be equivalent to Theorem 2.1.15 by Dijkgraaf–Verlinde–Verlinde
[DVV91 ] using Virasoro constraints.Write Vira-

soro? Let us briefly explain Witten’s motivation of his conjecture, which originates from two-
dimensional quantum gravity. As a toy model for the more complicated gravity theory in
four-dimensional space-time, in 23 gravity the space-time is a surface, while the gravitational
field is a Riemannian metric on the surface itself. In the attempt to quantise such theory, i.e. to
compute the partition function of 23 quantum gravity, one should compute a certain integral
over the space of all possible Riemannian metrics on all possible surfaces. The space of Rieman-
nian metrics over a fixed topological surface is infinite-dimensional, and physicists found two
possible ways to give a meaning to such ill-defined quantity.

• The first way is to approximate the Riemann surface by small equilateral triangles. Thus,
the integral over all metrics is replaced by a sum over triangulations. Such combinato-
rial problem can be solved, and the KdV hierarchy appeared in the works devoted to
enumeration of triangulations on surfaces, which can be related to matrix models.

• Alternatively, one can compute the partition function by integrating first over all confor-
mally equivalent metrics. After that, the remaining integral is performed over the moduli
space of Riemann surfaces, and more precisely one has to compute integrals of the form
〈g:1 · · · g:=〉�.

Witten’s conjecture states that the partition functions resulting from the two approaches coincide,
based on the physics expectation that there is a unique theory of gravity.
The Witten–Kontsevich theorem is a fundamental result in mathematical physics, as it relates
two areas that were not thought before to have anything in common: intersection theory on the
moduli space of curves and integrable system. However, such result turned out to be just the
tip of the iceberg of a deep interaction between algebraic geometry and mathematical physics.
Since then, these connections have been explored intensively, for example in Hurwitz theory
(see Section 2.6.1 ) and more generally in connection with many cohomological field theories
and enumerative problems solved by topological recursion.
There are many known proofs of the Witten–Kontsevich result: Kontsevich’s original proof
uses ribbon graphs and matrix model techniques, Mirzakhani’s proof [Mir07a ] through hyper-
bolic geometry, Okounkov–Pandharipande [OP09 ], Kazarian–Lando [KL07 ] and Kazarian
[Kaz09 ] via the ELSV formula, Bennett–Cochran–Safnuk–Woskoff using symplectic reduction
[BCSW12 ], and many more using different ideas. In Chapter 5 we will give a new geometric
proof of the Witten–Kontsevich result based on geometric recursion and Mirzakhani’s ideas.

2.2 — Cohomological field theories

A fundamental tool in the construction of classes on themoduli space of curves, which formalises
the idea of cohomology classes compatible with tautological maps, is that of cohomological
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field theory (CohFT). CohFTs were defined in the mid 1990s by Kontsevich andManin [KM94 ]
in order to capture the formal properties of the virtual fundamental class in Gromov–Witten
theory, and have deep connections with Frobenius manifolds and topological recursion (cfr.
Section 2.3.1 ). A powerful computational tool is Teleman’s classification result [Tel12 ] of
semisimple CohFTs via the action of the Givental group. The aim of the section is to present
such ideas, following the exposition of [Pan19 ].

Definition 2.2.1. Let+ be a finite dimensionalQ-vector space equipped with a non-degenerate
symmetric 2-form [. A cohomological field theory on (+, [) consists of a collection Ω =

(Ω�,=)2�−2+=>0 of elements
Ω�,= ∈ �•(M�,=) ⊗ (+∗)⊗= (2.2.1)

satisfying the following axioms.

i) Symmetry. Each Ω�,= is S=-invariant, where the action of the symmetric group S=

permutes simultaneously the marked points ofM�,= and the copies of (+∗)⊗=.

ii) Naturality. Considering the gluing maps

@ : M�−1,=+2 −→M�,=,

A : M�1,=1+1 ×M�2,=2+1 −→M�,=, �1 + �2 = �, =1 + =2 = =,
(2.2.2)

we have

@∗Ω�,= ({1 ⊗ · · · ⊗ {=) = Ω�−1,=+2({1 ⊗ · · · ⊗ {= ⊗ [†),

A∗Ω�,= ({1 ⊗ · · · ⊗ {=) = (Ω�1,=1+1 ⊗ Ω�2,=2)
(
=1⊗
8=1

{8 ⊗ [† ⊗
=2⊗
9=1

{=1+ 9

)
,

(2.2.3)

where [† ∈ + ⊗2 is the bivector dual to [.

If the vector space comes with a distinguished element 1 ∈ + , we can also ask for a third axiom:

iii) Flat unit. Consider the forgetful map

? : M�,=+1 −→M�,=. (2.2.4)

Then
?∗Ω�,= ({1 ⊗ · · · ⊗ {=) = Ω�,=+1({1 ⊗ · · · ⊗ {= ⊗ 1),

Ω0,3({1 ⊗ {2 ⊗ 1) = [({1, {2).
(2.2.5)

In this case, Ω is called a cohomological field theory with flat unit.

A CohFT determines a product ★ on + , called the quantum product: {1 ★ {2 is defined as the
unique vector such that for all {3 ∈ + the following holds:

[({1 ★ {2, {3) = Ω0,3({1 ⊗ {2 ⊗ {3). (2.2.6)

Commutativity and associativity of ★ follow from (i)and (ii) respectively. If the CohFT has flat
unit, the quantum product is unital, with 1 ∈ + being the identity by (iii).
The degree 0 part of a CohFT

s�,= = deg0Ω�,= ∈ �0(M�,=) ⊗ (+∗)⊗= � (+∗)⊗= (2.2.7)
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is a 23 topological field theory (TFT), and is uniquely determined by the values of s0,3 and by
the bilinear form [ (or equivalently, by the associated quantum product and the bilinear form
[).
Associated to any CohFT Ω, we also have a collection of rational numbers called CohFT
correlators (or ancestor invariants), defined as〈

g:1 ({1) · · · g:= ({=)
〉Ω
�
=

∫
M�,=

Ω�,= ({1 ⊗ · · · ⊗ {=)
=∏
8=1

k
:8
8
. (2.2.8)

Notice that, for degree reasons,
∑=
8=1 :8 ≤ 3� − 3 + =.

Example 2.2.2. Let us give some examples of CohFTs in dimension 1. Let us take + = Q and
[(1, 1) = 1. Then a CohFT on (+, [) is uniquely determined by Ω�,= = Ω�,= (1⊗=).

• Setting Ω�,= = 1, we get a CohFT (with flat unit 1 = 1) concentrated in degree zero, called
the trivial CohFT.

• The class exp(2c2^1) defines a CohFT, appearing in hyperbolic geometry in relation to
Weil–Petersson volumes (see Section 2.4.1 ). It is not a CohFT with flat unit.

• The Hodge class Λ(C) defines a 1-parameter family of CohFTs with flat unit 1 = 1.

• In [Nor17 ], Norbury defines a CohFT, denoted by Θ�,=, that satisfies a different version
of the flat unit axiom, namely

k=+1 · ?∗Θ�,=+1 = Θ�,=.

It coincides with Chiodo’s class (see Section 2.2.2 ) in degree 2� − 2 + = for the specific
values A = 2 and B = −1, and appears in the supersymmetric version of Mirzakhani’s
recursion [SW19 ; Nor20 ].

Here are some higher dimensional CohFTs appearing in the literature.

• For A ≥ 2, let + = Q 〈{0, . . . , {A−2〉 with pairing [({8 , { 9) = X8+ 9 ,A−2 and unit 1 = {0. Witten
A-spin class is a CohFT with flat unit

,A
�,= : +

⊗= −→ �•(M�,=)

of pure complex degree

deg,A
�,= ({01 ⊗ · · · ⊗ {0=) = �A�,= (01, . . . , 0=)

=
(A − 2) (� − 1) +∑=

8=1 08

A
.

If �A�,= (01, . . . , 0=) is not an integer, the corresponding Witten’s class vanishes. In genus
0, the construction was first carried out by Witten [Wit93 ] using A-spin structures. The
construction of Witten’s class in higher genera was first obtained by Polishchuk and
Vaintrob [PV00 ] and later simplified by Chiodo [Chi06 ]. In [PPZ15 ], it was shown that
the class

,̂A
�,= ({01 ⊗ · · · ⊗ {0=) =

∑
<≥0

1

<!
?<,∗,

A
�,=+<

(
{01 ⊗ · · · ⊗ {0= ⊗ (A{A−2)⊗<

)
extends Witten A-spin class to lower degrees, and that it still constitutes a CohFT with
flat unit on (+, [, 1).
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• Let - be a smooth projective variety and fix � ≥ 0, = ≥ 1, V ∈ �2(-,Z). Consider the
moduli spaceM�,= (-, V) of maps q : � → - from a stable genus � curve (�, G1, . . . , G=),
such that [q(�)] = V. This space is in general singular, but Behrend and Fantechi [BF97 ]
and many others could construct a virtual fundamental cycle [M�,= (-, V)]vir over which
cohomology classes can be integrated, as if they were integrated on a cycle of complex
dimension

3�,= (-, V) = dim - +
(
3 − dim -

)
� + = − 3 +

∫
V

21()-).

Note that we have a proper fibration c : M�,= (-, V) → M�,=, which forgets about the
map q, and = evaluation morphisms ev8 : M�,= (-, V) → - , which remember the image of
c via q. For any {1, . . . , {= ∈ �•(-,Z), we can form the cohomology class onM�,=

Ω
-,V
�,= ({1, . . . , {=) = c∗

(
[M�,= (-, V)]vir ∩

=∏
8=1

ev∗8 {8

)
.

Define a graded CohFT (over the space Eff (-) of effective 2-cycles, i.e. the subspace of
cycles in �2(-,Z) that can be realised as the image of a curve) as

+ =
⊕

V∈Eff (- )
�•(-,Z), [({, |) =

∫
-

{ ∩ |, Ω-�,= =
∑

V∈Eff (- )
Ω
-,V
�,= ,

which has a flat unit 1 = 1 ∈ �0(-,Z). See [KM94 ] for the original discussion on CohFTs
motivated by Gromov–Witten theory, and [BCM20 ] for a modern account on virtual
classes.

• Other examples of higher dimensional CohFTs are Chiodo classes [Chi08b ; JPPZ17 ;
LPSZ17 ], described in details in Section 2.2.2 , and the Chern character of the Verlinde
bundle [Mar+17 ].

2.2.1 — Givental action and classification of semisimple CohFTs

In [Giv01 ] Givental defined a certain action on Gromov–Witten potentials, and this action was
lifted to cohomological field theories in the works of Teleman [Tel12 ] and Shadrin [Sha09 ]. A
careful proof that the resulting collection of cohomology classes satisfies the cohomological
field theory axioms can be found in [PPZ15 ]. Here we recall the basic definitions.

'-matrix action

Fix a vector space + with a symmetric bilinear form [. An '-matrix is an End(+)-valued power
series that is the identity in degree 0

'(D) = Id +
∑
:≥1

':D
: , ': ∈ End(+), (2.2.9)

and satisfying the symplectic condition:

'(D)'†(−D) = Id. (2.2.10)
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Here '† is the adjoint with respect to [. The inverse matrix '−1(D) also satisfies the symplectic
condition. In particular, we can consider the + ⊗2-valued power series2

� (D, {) = Id ⊗ Id − '−1(D) ⊗ '−1({)
D + { [† ∈ + ⊗2ÈD, {É. (2.2.11)

We will write � (D, {) = ∑
:,ℓ≥0 �:,ℓD

:{ℓ , with �:,ℓ ∈ + ⊗2.

Remark 2.2.3. We can write the above conditions in components. Fix a basis (48) of + , denote
by (48) the dual basis of +∗ and by 〈 , 〉 : +∗ × + → Q the canonical pairing. The symplectic
condition and the bivector � can be written as∑

0,1

'80 (D)[0,1'
9

1
(−D) = [8, 9 ,

� (D, {) =
∑
8, 9

[8, 9 −∑
0,1 ('−1)80 (D)[0,1 ('−1)

9

1
({)

D + { 48 ⊗ 4 9 ,
(2.2.12)

where ':
ℓ
(D) = 〈4: , '(D)4ℓ〉, [8, 9 = [(48 , 4 9) and ([8, 9) is the inverse matrix. We will denote by

� 8, 9 (D, {) = ∑
:,ℓ≥0 �

8, 9

:,ℓ
D:{ℓ the formal power series with coefficients given by

� 8, 9 (D, {) =
[8, 9 −∑

0,1 ('−1)80 (D)[0,1 ('−1)
9

1
({)

D + { ∈ QÈD, {É. (2.2.13)

Definition 2.2.4. Consider a CohFT Ω on (+, [), together with an '-matrix. We define a
collection of cohomology classes

'Ω�,= ∈ �•(M�,=) ⊗ (+∗)⊗= (2.2.14)

as follows. Let G�,= be the finite set of stable graphs of genus � with = leaves. For each Γ ∈ G�,=,
define a contribution ContΓ ∈ �•(MΓ) ⊗ (+∗)⊗= by the following construction:

• place Ω�({) ,=({) at each vertex { of Γ,

• place '−1(k_) at each leaf _ of Γ,

• at every edge 4 = (ℎ, ℎ′) of Γ, place � (kℎ, kℎ′).

Define 'Ω�,= to be the sum of contributions of all stable graphs, after pushforward to the
moduli space weighted by automorphism factors:

'Ω�,= =
∑

Γ∈G�,=

1

|Aut(Γ) | bΓ,∗ContΓ. (2.2.15)

Proposition 2.2.5. The data 'Ω = ('Ω�,=)2�−2+=>0 form a CohFT on (+, [). Moreover, the
'-matrix action on CohFTs is a left group action.

2The reason why we use '−1 instead of ' is so that it defines a left action on the set of CohFTs. Beware that
some authors use a different notation.
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Translations

There is also another action on the space of CohFTs: a translation is a +-valued power series
vanishing in degree 0 and 1:

) (D) =
∑
3≥1

)3D
3+1, )3 ∈ +. (2.2.16)

Definition 2.2.6. Consider a CohFT Ω on (+, [), together with a translation ) . We define a
collection of cohomology classes

)Ω�,= ∈ �•(M�,=) ⊗ (+∗)⊗= (2.2.17)

by setting

)Ω�,= ({1 ⊗ · · · ⊗ {=) =
∑
<≥0

1

<!
?<,∗Ω�,=+<

(
{1 ⊗ · · · ⊗ {= ⊗ ) (k=+1) ⊗ · · · ⊗ ) (k=+<)

)
. (2.2.18)

Here ?< : M�,=+< →M�,= is the map forgetting about the last < marked points. Notice that
the vanishing of ) in degree 0 and 1 ensures that the above sum is actually finite.

Proposition 2.2.7. The data )Ω = ()Ω�,=)2�−2+=>0 form a CohFT on (+, [). Moreover, trans-
lations form an abelian group action on CohFTs.

For a translation proportional to the unity acting on a TFT with unit, one can express the
resulting CohFT as multiplication of the original TFT by exponential of ^-classes.

Lemma 2.2.8. Consider ) (D) = ∑
3≥1 )3D

3+1 ∈ D2+ÈDÉ. Define )̂ (D) = ∑
<≥1 )̂<D

< ∈ D+ÈDÉ by
setting

) (D) = D
(
1 − exp

(
−)̂ (D)

) )
. (2.2.19)

Here exp(−)̂ (D)) = ∑
:≥0

(−1):
:! )̂ (D)

★: . Then following relation holds on �•(M�,=) ⊗ + :

exp
(
)̂ (^)

)
=

∑
<≥0

1

<!
?<,∗

(
) (k=) ★ · · ·★) (k=+<)

)
. (2.2.20)

In general, if we start from a CohFT with flat unit on (+, [, 1), acting by an '-matrix or by
translation does not preserve flatness. However, there is a specific circumstance for which this
happens.

Proposition 2.2.9. Let Ω be a CohFT with flat unit on (+, [, 1). Let ' be an '-matrix, and
consider the +-valued power series

)L(D) = D
(
'−1(D)1 − 1

)
, )R(D) = D

(
1 − '−1(D)1

)
. (2.2.21)

Then )L'Ω and ')RΩ coincide, and form a CohFT with flat unit.

Definition 2.2.10. Let Ω be a CohFT on (+, [, 1) with flat unit, and ' be an '-matrix. We
define the unit-preserving '-matrix action as

'.Ω = )L'Ω = ')RΩ. (2.2.22)
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Givental–Teleman classification

Having an action on the set of CohFTs, a natural question is the description of the orbit structure.
The answer was given by Teleman in the specific case of semisimple CohFTs.

Definition 2.2.11. A CohFT Ω on (+, [, 1) with flat unit is semisimple if (+,★, 1) is a semisim-
ple algebra, i.e. if there exists a basis (48) of idempotents

48 ★ 4 9 = X8, 9 48 (2.2.23)

after an extension of scalars to C.

Theorem 2.2.12 (Givental–Teleman classification [Tel12 ]). Let Ω be a semisimple CohFT on
(+, [, 1) with flat unit. Denote by s the associated TFT. There exists a unique '-matrix such
that

Ω = '.s. (2.2.24)

The Givental–Teleman classification is an important and useful tool to study cohomological
field theory, as it allows for explicit constructions of classes and relations. Before giving some
examples, let us show how in the 1-dimensional case a semisimple CohFT can be rewritten as
the exponential of a combination of ^-, k-, and boundary divisor classes.

Proposition 2.2.13. Let s�,= be a TFT on Q with [(1, 1) = 1, which is uniquely determined
by a scalar as s�,= (1⊗=) = 02�−2+=, and let ' be an '-matrix. By definition, the latter can be
written as '(D) = exp(∑<≥1 A<D

<) for some coefficients (A<)<≥1. Then the CohFT '.s is given
by

'.s�,= (1⊗=) = 02�−2+= exp
(∑
<≥1

A<

(
^< −

=∑
8=1

k<8 + X<
) )

(2.2.25)

where X< = 1
2 9∗

(∑
:+ℓ=<−1 k

: (k ′)ℓ
)
, and 9 : mM�,= →M�,= is the boundary map.

Example 2.2.14. Let us go back to the semisimple cases of Example 2.2.2 .

• TheHodgeCohFTΛ(C) is the first non-trivial example ofCohFTwith unit (semisimplicity
is trivial in dimension 1). The associated TFT is trivial, and the '-matrix is given by

'−1(D) = exp

(
−

∑
<≥1

�<+1
<(< + 1) (CD)

<

)
,

where �< denotes the <-th Bernoulli number. In particular, Proposition 2.2.13 specialises
toMumford’s formula [Mum83 ] for the Hodge class:

Λ(C) = exp

(∑
<≥1

�<+1
<(< + 1) C

<

(
^< −

=∑
8=1

k<8 + X<
) )
. (2.2.26)

• The shifted Witten A-spin class ,̂A
�,= is semisimple. The associated TFT and '-matrix was

computed in [PPZ15 ], with the former being

|̂A�,= ({01 ⊗ · · · ⊗ {0=) =
( A
2

) �−1 A−1∑
:=1

(−1) (:−1) (�−1)
∏=
8=1 sin

( (08+1): c
A

)
sin2�−2+= ( : c

A
)

.
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For the '-matrix, consider the hypergeometric series (0 = 0, . . . , A − 2)

�A ,0 (D) =
∑
<≥0

(
<∏
:=1

(
(2: − 1)A − 2(0 + 1)

) (
(2: − 1)A + 2(0 + 1)

)
:

) (
− D

16A2

)<
,

and denote by �evenA ,0 (resp. �oddA ,0 ) the even (resp. odd) summands of �A ,0. Then the
'-matrix is given by (

'−1
) 0
0
= �evenA ,0 ,

(
'−1

) A−2−0
0

= �oddA ,0 ,

and 0 elsewhere. If A is even, the coefficient at the diagonals’ intersection is set to be 1.

Among other things, the Givental–Teleman classification of CohFTs can be used to obtain
relations in the cohomology ring. For instance, one knows from geometric reasons that the
Hodge class Λ(C) vanishes in degree 3 > �. On the other hand, Mumford’s formula for Λ(C)
gives a certain class in any degree. Denoting byH 3

�,= the degree 3 component of Mumford’s
formula (i.e. the coefficient of C3 in the right-hand side of Equation (2.2.26 )), we obtain the
following tautological relations: for every 3 > �,H 3

�,= = 0 in '3 (M�,=). The first non-trivial
example of such tautological relations is the degree 1 relation in genus 0:

H1
0,= = ^1 −

=∑
8=1

k8 + X1 = 0 in '1(M0,=). (2.2.27)

Pixton–Pandharipande–Zvonkine [PPZ15 ] exploited such argument in the case of Witten 3-spin
class. From the '-matrix action on |̂3, we can write the shifted Witten 3-spin class as the map
f of Definition 2.1.13 applied to a certain combination of strata algebra classes:

,̂3
�,= ({01 ⊗ · · · ⊗ {0=) = f

( ∑
Γ∈G�,=

1

|Aut(Γ) |
[
Γ, W(01, . . . , 0=)

] )
. (2.2.28)

Denoting by R3�,= (01, . . . , 0=) the degree 3 component the strata algebra class on the right-hand
side, one has

f
(
R3�,= (01, . . . , 0=)

)
= 0 for 3 > �3

�,= (01, . . . , 0=) =
� − 1 +∑=

8=1 08

3
. (2.2.29)

These relations are Pixton’s relations on '•(M�,=). A natural question to ask is whether such
relations generate all possible tautological relations.

Conjecture 2.2.15. Pixton’s relations coincide with the kernel of the natural map f : S•�,= →
'•(M�,=).

Another natural question involves tautological relations in the Chow setting. Since the Givental–
Teleman classification has not been proved in such context, the validity of Pixton’s relations is
still an open problem in the Chow setting.

Conjecture 2.2.16. Pixton’s relations hold in the Chow setting, and generate all tautological
relations in the Chow tautological ring.
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2.2.2 — Chiodo classes

Another important class of CohFTs that generalise the Hodge class are Chiodo classes [Chi08b ].
We refer to [Jar00 ; AJ03 ; CCC07 ; Chi08b ] for further details on the moduli space of twisted
spin curves.

Definition 2.2.17. For a fixed positive integer A, and integers :, 01, . . . , 0= satisfying the
modular constraint

=∑
8=1

08 ≡ : (2� − 2 + =) (mod A), (2.2.30)

consider the moduli spaceMA ,:

�,0 of objects (�, G1, . . . , G=, !), where (�, G1, . . . , G=) is a stable
curve of genus � with = marked points, and ! → � is a line bundle such that

!⊗A � l⊗:log

(
−

=∑
8=1

08G8

)
. (2.2.31)

Here llog = l(∑=
8=1 G8) is the log canonical bundle. Such moduli space, called the moduli space

of twisted spin curves, has a universal curve and a universal line bundle:

c : CA ,:�,0 −→M
A ,:

�,0, L −→ CA ,:�,0 . (2.2.32)

Moreover, it comes with a forgetful map n : MA ,:

�,0 →M�,=.
Define the Chiodo class as

�A ,:�,= (01, . . . , 0=) = n∗2(−'•c∗L) ∈ �•(M�,=). (2.2.33)

Here '•c∗L is the derived pushforward of L, and 2 is its total Chern class.

From Chiodo’s formula [Chi08b ] for the Chern character of '•c∗L, together with a careful
analysis of the morphism n∗, Janda–Pixton–Pandharipande–Zvonkine [JPPZ17 ] obtained an
explicit expression for Chiodo classes in terms of strata algebra classes.

Definition 2.2.18. Let Γ ∈ G�,= be a stable graph, and fix an =-tuple 0 = (01, . . . , 0=) of integers
satisfying the modular constraint

∑=
8=1 08 ≡ : (2� − 2 + =) (mod A). A :-weighting modulo A of

Γ with boundary data 0 is a map | : �Γ → { 0, . . . , A − 1 } satisfying the following axioms.

• Vertex condition. For every vertex { ∈ +Γ,∑
ℎ∈�Γ ({)

|(ℎ) ≡ :
(
2�({) − 2 + =({)

)
(mod A). (2.2.34)

• Edge condition. For every edge 4 = (ℎ, ℎ′) ∈ �Γ,

|(ℎ) + |(ℎ′) ≡ 0 (mod A). (2.2.35)

• Leaf condition. For every leaf _8 ∈ ΛΓ corresponding to the marking 8 ∈ { 1, . . . , = },

|(_8) ≡ 08 (mod A). (2.2.36)
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Denote by,A ,:

Γ
(0) the set of :-weighting modulo A of Γ with boundary data 0.

Define the <-th Bernoulli polynomial �<(G) through the generating series

C4C G

4C − 1 =
∑
<≥0

�<(G)
C<

<!
. (2.2.37)

Proposition 2.2.19 ([JPPZ17 ]). Chiodo’s class �A ,:�,= (01, . . . , 0=) is given by∑
Γ∈G�,=

∑
|∈, A,:

Γ
(0)

A2�−1−ℎ
1 (Γ)

|Aut(Γ) | bΓ,∗
∏
{∈+Γ

exp

(∑
<≥1

(−1)<�<+1( :A )
<(< + 1) ^<({)

)

×
∏
4∈�Γ

4=(ℎ,ℎ′)

1 − exp
(
−∑

<≥1
(−1)<�<+1 ( | (ℎ)A )

<(<+1)
(
(kℎ)< − (−kℎ′)<

) )
kℎ + kℎ′

×
∏
_8 ∈ΛΓ

exp

(
−

∑
<≥1

(−1)<�<+1( 08A )
<(< + 1) k<_8

)
.

(2.2.38)

In particular, it is tautological.

Corollary 2.2.20 ([JPPZ17 ; LPSZ17 ]). Chiodo classes form a CohFT (�A ,:�,= )2�−2+=>0 on + =

Q 〈{1, . . . , {A 〉, [({0, {1) = 1
A
X0+1,A by setting

�A ,:�,= : {01 ⊗ · · · ⊗ {0= ↦−→ �A ,:�,= (01, . . . , 0=). (2.2.39)

Moreover, the following holds.

• �
A ,:
�,= is obtained from the TFT with unit on (+, [, {A ) defined by

cA ,:�,= ({01 ⊗ · · · ⊗ {0=) = A2�−1X01+···+0=−: (2�−2+=) ,A (2.2.40)

through a translation and an '-matrix actions: �A ,: = ')cA ,: , with

) (D) = D
(
1 − exp

(
−

∑
<≥1

(−1)<�<+1( :A )
<(< + 1) D<

) )
{A ,

'−1(D) = exp

(
−

∑
<≥1

(−1)<diagA0=1
(
�<+1( 0A )

)
<(< + 1) D<

)
.

(2.2.41)

• The action is unit-preserving (i.e. ) = )' and �A ,: = '.cA ,: in accordance with Defini-
tion 2.2.10 ) if and only if 0 ≤ : ≤ A .

Notice that, for A = : = 08 = 1, Chiodo’s class coincides with the Hodge class Λ(−1).

Example 2.2.21. Proposition 2.2.19 gives an explicit formula to compute Chiodo classes. For
instance, one can compute �A ,:1,1 (0) = ContΓ +

bΓ′,∗
2 ContΓ′, where the stable graphs are

Γ = 1 and Γ′ = 0
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and their contributions are given by

ContΓ = X:−0 A

(
1 −

�2( :A )
2

^1

) (
1 +

�2( 0A )
2

k1

)
∈ �•(M1,1),

ContΓ′ = X:−0

(
−
A−1∑
|=0

�2( |A )
2

)
∈ �•(M0,3).

TheKronecker delta indices are consideredmodulo A . Using the relations ^1 = k1 and
bΓ′,∗
2 [pt] =

12k1, together with the Bernoulli polynomial identities �2(G) = G2 − G + 1
6 , 6A

∑A−1
|=0 �2( |A ) = 1,

we find
�
A ,:

1,1 (0) = X:−0 A
(
1 + (0 − :) (0 + : − A) − 2

2A2
k1

)
∈ �•(M1,1).

Integrating over the moduli space, we find the CohFT correlators∫
M1,1

�
A ,:

1,1 (0) = X:−0
(0 − :) (0 + : − A) − 2

48A
,

∫
M1,1

�
A ,:

1,1 (0)k1 = X:−0
A

24
.

In this dissertation, we will see many applications of Chiodo classes, namely orbifold Hurwitz
numbers with completed cycles in Section 2.6 , Masur–Veech volumes in Section 9.1 , the Euler
characteristic of the moduli space of curves in Section 9.3 , and spin Hurwitz numbers in
Section 12.4 . Other applications of Chiodo classes include the double ramification cycle
[JPPZ17 ], Norbury’s Θ-class [Nor17 ], and double Hurwitz numbers [DL20 ; Bor+20 ].

2.3 — Topological recursion

Topological recursion (TR), as originally defined by Eynard and Orantin [EO07a ], is a general
formalism to recursively define a set of symmetric multidifferentials l�,= on a spectral curve,
i.e. a Riemann surface with some additional structure.

Spectral Curve
TR−−−−−−−→

(
l�,=

)
�,=≥0 (2.3.1)

The original motivation of topological recursion can be found in matrix model theory [CE06a ;
CE06b ; CEO06 ], where such differentials encode the topological expansion when the matrix
size # tends to infinity. However, topological recursion quickly found several applications in
many different areas of enumerative geometry. When specialised, it recovers several known
invariants such as Witten’s intersection numbers, Weil–Petersson volumes, knots invariants,
Hurwitz numbers and Gromov–Witten invariants. It has a correspondent construction in
Givental theory, and has deep connections with integrable hierarchies, Hitchin system, JWKB
method3, conformal field theories and many others.
In this dissertation, we will present the original formulation of Eynard–Orantin, followed by the
Kontsevich–Soibelman reformulation [KS18 ; ABCO17 ] in Section 2.3.2 and its “geometrisation”
by Andersen–Borot–Orantin [ABO17 ] in Section 2.4 . We refer to [Eyn14 ] for a short overview,
and [Bor20 ] for both an algebraic and a geometric approach.

3This method is commonly known as “WKB method”, named after G. Wentzel, H. A. Kramers, and L. Brillouin,
who all developed it in 1926. However, H. Jeffreys had developed in 1923 a general method of approximating
solutions to linear, second-order ODEs.
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Definition 2.3.1. A spectral curve is the data S = (�, G, ~, �) of

• a Riemann surface �, not necessarily connected nor compact,

• a function G : � → C, such that its differential 3G is meromorphic and has finitely many
zeros that are simple (called ramification points),

• a meromorphic function ~ : � → C that is holomorphic at the ramification points and
such that 3~ is non-zero at the ramification points,

• a symmetric bidifferential � on�×�, having a double pole on the diagonal with biresidue
1 and no other poles. In other words, for every choice of local coordinates Z ,

�(I1, I2) =
(

1

(Z (I1) − Z (I2))2
+$ (1)

)
3Z (I1) 3Z (I2), (2.3.2)

that is, � ∈ �0(�2, l�2
�
(2Δ))S2 , where l is the canonical bundle and Δ is the diagonal in

� × �.

Remark 2.3.2. In some applications, the function G is not required to be meromorphic, but only
its differential 3G is. This is the case, for instance, of G containing a logarithmic term: then G
will be meromorphic on P1 minus a cut from 0 to∞, and its differential will be a meromorphic
function on the whole P1.

Remark 2.3.3. In some applications, the bidifferential � can be rescaled to have biresidue
V ∈ C× along the diagonal (see also the homogeneity property of Theorem 2.3.6 ). Moreover,
the bidifferential � is allowed to have other poles, as long as there are no poles when the two
arguments approach different ramification points. In Chapter 12 , we will see an example where
this property does not hold and a workaround is needed.

Remark 2.3.4. If � is a connected compact surface of genus g equipped with a Torelli marking,
i.e. a symplectic basis (�8 , �8)8=1,...,g of �1(�,Z), then there exists a unique element � ∈
�0(�2, l�2

�
(2Δ))S2 that is normalised along the �-cycles:∮

�8

�(·, I) = 0 ∀8 = 1, . . . , g. (2.3.3)

It is called the canonical bidifferential of the second kind. For instance, on P1 we have

�(I1, I2) =
3I13I2

(I1 − I2)2
, (2.3.4)

while on an elliptic curve �g = C/(Z ⊕ gZ) with �-cycle [0, 1) and �-cycle [0, g), we have

�(I1, I2) =
(
℘(I1 − I2, g) +

c

=(g)

)
3I13I2, (2.3.5)

where ℘ is the Weierstraß function on �g .

Denote by a the set of ramification points of a spectral curve S. Since all ramification points
are simple, one can find local coordinates Z0 around each 0 ∈ a such that

G(I) = Z20 (I)
2
+ G(0). (2.3.6)
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Denote by *0 ⊆ � the (small enough) neighbourhood of the ramification point 0 in which
the local coordinates Z0 is defined. On *0, there is a well-defined holomorphic involution
]0 : Z0 ↦→ −Z0. It is uniquely determined by the conditions G ◦ ]0 = G, ]0 (0) = 0 and ] ≠ id.
Define the topological recursion kernel

 0 (I1, I) =
1

2

∫ I
]0 (I)

�(I1, ·)(
~(I) − ~(]0 (I))

)
3G(I)

, (2.3.7)

which is a well-defined 1-form in I0 and inverse of a 1-form in I on � ×*0.

Definition 2.3.5. For a given spectral curve (�, G, ~, �), define the topological recursion corre-
lators (l�,=)�≥0,=≥1 as follows. Define the unstable cases as

l0,1 = ~ 3G, l0,2 = �. (2.3.8)

For 2� − 2 + = > 0, define the multidifferential l�,= on �= recursively on 2� − 2 + = by setting

l�,= (I1, . . . , I=) =
∑
0∈a

Res
I→0

 0 (I1, I)
(
l�−1,=+1(I, ]0 (I), I2, . . . , I=)

+
no (0,1)∑
�1+�2=�

�1t�2={2,...,=}

l�1,1+|�1 | (I, I�1) l�2,1+|�2 | (]0 (I), I�2)
)
.

(2.3.9)

The second sum excludes all terms containing l0,1. Here we also used the shorthand notation
I� = (I8)8∈� for any finite set �.

At first sight, the topological recursion correlators l�,= are not necessarily symmetric in the
variables I1, . . . , I=, as I1 is playing a different role in the definition. However, it turns out that
l�,= is actually symmetric.
Notice also that the terms appearing in the recursion formula are in bijectionwith the tautological
maps of Definitions 2.1.4 and 2.1.6 . Indeed:

• the first term l�−1,=+1 corresponds to the gluing map of non-separating kind,

• the terms of the form l�1,1+|�1 | l�2,1+|�2 | with 2�8 − 2 + (|�8 | + 1) > 0 correspond to all
possible gluing maps of separating kind, and

• the terms of the form l0,2 l�,=−1 correspond to the forgetful maps.

The meaning of such correspondence will became more explicit in Section 2.3.1 , when the
relation between topological recursion and CohFTs will be explained. Furthermore, a geometric
explanation in terms of excision of pairs of pants from topological surfaces will be given in
Section 2.4 . See also Figure 2.3 for a pictorial representation of the topological recursion
formula.
The following properties can be found in the original work of Eynard and Orantin.

Theorem 2.3.6 ([EO07a , Section 4.4]). The topological recursion correlators (l�,=)�≥0,=≥1 satisfy
the following properties.
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•
•
•

•

I2

I=

I1

�

=
I1

I

]0 (I)

•
•

•
� − 1

I2

I=

+
∑

�1+�2=�
�1t�2={2,...,=}

I1

I

]0 (I)

•

•

• I�2

I�1

�1

�2

Figure 2.3: A schematic representation of topological recursion.

• Symmetry and pole structure. For 2� − 2 + = > 0, l�,= is a well-defined meromorphic
multidifferential on �=, with poles only at ramification points of order at most 6� − 4 + 2=
and vanishing residue, and symmetric with respect to all variables:

l�,= ∈ �0 (�=, l�=� ((6� − 4 + 2=)a))S= . (2.3.10)

• Homogeneity. Under rescalingl0,1 ↦→ _l0,1, we havel�,= ↦→ _−(2�−2+=)l�,=. Moreover,
under rescaling l0,2 ↦→ Vl0,2, we have l�,= ↦→ V3�−3+2=l�,=.

• Dilaton equation. The following equation holds:∑
0∈a

Res
I→0

Φ(I) l�,=+1(I, I1, . . . , I=) = (2� − 2 + =) l�,= (I1, . . . , I=), (2.3.11)

where 3Φ(I) = l0,1(I).

• Loop equation. For every ramification point 0 ∈ a, the expression

l�−1,=+1(I, ]0 (I), I2, . . . , I=) +
∑

�1+�2=�
�1t�2={2,...,=}

l�1,1+|�1 | (I, I�1) l�2,1+|�2 | (]0 (I), I�2) (2.3.12)

is a meromorphic quadratic differential in I, with at least a double zero for I → 0. Notice
that the sum includes (0, 1) terms.

We remark that the dilaton equation allows to extend the definition of the correlator differentials
to = = 0 and � > 1, that are scalars, usually denoted by ��.

Definition 2.3.7. For a given spectral curve (�, G, ~, �), define the free energies by

�� =
1

2� − 2
∑
0∈a

Res
I→0

Φ(I) l�,1(I), (2.3.13)

where 3Φ(I) = l0,1(I). A definition of �0 and �1 can be found in [EO07a , Subsection 4.2.2].

Remark 2.3.8. Notice that the topological recursion depends only on the local behaviour of ~
and � around the ramification points. More formally, given a spectral curve as inDefinition 2.3.1 ,
we get neighbourhoods*0 of the ramification points 0 ∈ a in which

G(I) = Z20 (I)
2
+ G(0). (2.3.14)
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In such neighbourhoods, we can expand ~ and � as

~ =
∑
:≥0

C:,0Z
:
0

� =

(
X01,02

(Z01 − Z02)2
+

∑
:1,:2≥0

q (:1,01) , (:2,02) Z
:1
01
Z :202

)
3Z013Z02 ,

(2.3.15)

for some coefficients C:,0 and q (:1,01) , (:2,02) in C. Moreover, we define the auxiliary meromor-
phic functions b0 and the meromorphic differentials 3b:,0 as

b0 (I) =
∫ I �(|, ·)

3Z0 (|)

����
|=0

, 3b:,0 (I) = 3
( (
− 1

Z0

3

3Z0

) :
b0 (I)

)
. (2.3.16)

Then the topological recursion correlators can be expressed as linear combinations of the
differentials (3bU (I))U=(:,0) ∈N×a, with coefficients ��;U1,...,U= being polynomials4 in CU and
qU,V :

l�,= (I1, . . . , I=) =
∑

U1,...,U=∈N×a
��;U1,...,U=

=∏
8=1

3bU8 (I8). (2.3.17)

One can easily show that 3b0,: has poles of order at most 2: + 2 at I = 0 and no other poles.
From the pole structure of l�,=, we deduce that the above sum is finite, and more precisely that
��;U1,...,U= with U8 = (:8 , 08) vanishes for :1 + · · · + := > 3� − 3 + =.
Remark 2.3.9. Since the original work of Eynard and Orantin, topological recursion has been
generalised in various directions, notably by Bouchard–Hutchinson–Loliencar–Meiers–Rupert
and Bouchard–Eynard [BE13 ; Bou+14 ] to allow for non-simple ramifications of G (see also
[Bor+18 ]), by Borot–Shadrin [BS17 ] as blobbed topological recursion, by Chekhov–Norbury
[CN19 ] for irregular spectral curves, by Osuga and Bouchard [Osu19 ; BK20 ] in the context of
super spectral curves, and by Borot–Kramer–Schüler [BKS20 ] for spectral curve with reducible
components. Different generalisations that do not involve spectral curves are discussed in
Section 2.3.2 and Section 2.4.2 .

Example 2.3.10. We give here some examples of spectral curves that are relevant in enumerative
geometry and mathematical physics.

• The Airy curve [EO07a ]. Let � = P1 and

G(I) = I2

2
, ~(I) = −I, �(I1, I2) =

3I13I2

(I1 − I2)2
.

The associated multidifferentials (see Table 2.2 ) are generating functions of k-intersection
numbers, or in other words correlators of the trivial CohFT:

l�,= (I1, . . . , I=) =
∑

:1,...,:=≥0

∫
M�,=

=∏
8=1

k
:8
8

(2:8 + 1)!!
I
2:8+2
8

3I8 .

Aswewill see in Part II , such correlators are also the (Laplace transform of the) Kontsevich
volumes of the combinatorial moduli space of curves, and the topological recursion
formula is a consequence of a Mirzakhani-type identity on the associated combinatorial
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(�, =) l�,= (I)
<( (3�−2+=)= )
3I1 · · ·3I=

(0, 3) 1

(0, 4) 3< (13)

(0, 5) 15< (24) + 18< (23 ,12)
(0, 6) 105< (35) + 135< (34 ,2,1) + 162< (33 ,23)
(0, 7) 945< (46) + 1260< (45 ,3,1) + 1350< (45 ,22) + 1620< (44 ,32 ,2) + 1944< (43 ,34)
(1, 1) 8

(1, 2) 5
8< (2) +

3
8< (12)

(1, 3) 35
8 < (32) +

15
4 < (3,2,1) +

9
4< (23)

(1, 4) 315
8 < (43) + 315

8 < (42 ,3,1) + 75
2 < (42 ,22) +

135
4 < (4,32 ,2) + 81

4 < (33 ,1)

(2, 1) 105
128

(2, 2) 1155
128 < (5) +

945
128< (4,1) +

1015
128 < (3,2)

(3, 1) 25025
1024

Table 2.2: A list of topological recursion correlators associated to the Airy spectral curve for
low values of 2� − 2 + =, nomalised as l�,= (I)

<( (3�−2+=)= )
3I1 · · ·3I= . Here <_ is the monomial symmetric

polynomial associated to the partition _, evaluated at I21, . . . , I
2
=.

Teichmüller space. The name “Airy curve” comes from the quantisation of the associated
curve ~2 − 2G = 0, that when quantised becomes the Airy differential equation.

• The Mirzakhani curve [EO07b ]. Let � = P1 and

G(I) = I2

2
, ~(I) = −sin(2cI)

2c
, �(I1, I2) =

3I13I2

(I1 − I2)2
.

The associated multidifferentials are the generating functions of correlators for the CohFT
exp(2c2^1):

l�,= (I1, . . . , I=) =
∑

:1,...,:=≥0

∫
M�,=

42c
2^1

=∏
8=1

k
:8
8

(2:8 + 1)!!
I
2:8+2
8

3I8 .

Such correlators are also the (Laplace transform of the) Weil–Petersson volumes of the
moduli space of bordered hyperbolic surfaces, and the topological recursion formula
is a consequence of the Mirzakhani identity on the associated Teichmüller space (see
Section 2.4.2 ).

• The Lambert curve [BM08 ; BEMS11 ; EMS11 ]. Let � = P1 and

G(I) = log(I) − I, ~(I) = I, �(I1, I2) =
3I13I2

(I1 − I2)2
.

4To be more precise, ��;U1 ,...,U= is a polynomial in the Taylor coefficients of the expansion of the inverse of ~(I) −
~(]0 (I)), namely C−11,0 and (C2:+1,0):≥0,0∈a, and in the even coefficients of �, namely (q (2:,0) , (2ℓ,1) ):,ℓ≥0,0,1∈a.
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Notice that G contains a logarithmic term, for which we can still consider � = P1 (see
Remark 2.3.2 ). The associated multidifferentials are the generating functions of simple
Hurwitz numbers (see Section 2.6 ):

l�,= (I1, . . . , I=) =
∑̀̀
=

ℎ�;`

=∏
8=1

`84
`8 G (I8)3G(I8).

Here the notation ` ` =means that ` is a partition of =. The name “Lambert curve” comes
from the equation satisfied by G and ~, namely ~ = −, (−4G), where, is the Lambert
function.

• The (@A, @)-Lambert curve [SSZ15 ; LPSZ17 ; Bor+21 ; KLPS19 ; DKPS19 ]. More generally,
let � = P1 and, for non-negative integers @ and A , consider

G(I) = log(I) − I@A , ~(I) = I@, �(I1, I2) =
3I13I2

(I1 − I2)2
.

The associated multidifferentials are the generating functions of @-orbifold Hurwitz
numbers with (A + 1)-completed cycles (see Section 2.6 ):

l�,= (I1, . . . , I=) =
∑̀̀
=

ℎ
@,A
�;`

=∏
8=1

`84
`8 G (I8)3G(I8).

The result for A = 1 and general @ was proved in [BHLM14 ; DLN16 ]. A general relation
between topological recursion and hypergeometric KP tau function (including many
Hurwitz problems) has been solved uniformly in [BDKS20 ].

• The Bessel curve [DN18 ; Nor17 ]. Let � = P1 and

G(I) = I2

2
, ~(I) = −1

I
, �(I1, I2) =

3I13I2

(I1 − I2)2
.

Although ~ has a pole at the (unique) ramification point of G, the topological recursion
can still be defined. The associated multidifferentials are the generating functions of
correlators of Norbury’s class Θ�,=:

l�,= (I1, . . . , I=) =
∑

31,...,3=≥0

∫
M�,=

Θ�,=

=∏
8=1

k
38
8

(238 + 1)!!
I
238+2
8

3I8 .

The name “Bessel curve” comes from the quantisation of the associated curve ~2 − 1
2G = 0,

which when quantised becomes the (degenerate) Bessel differential equation.

There are many more example, that we briefly list here: monotone and strictly monotone
Hurwitz numbers (and their orbifold generalisations) [DOPS18 ; KPS19 ], double Hurwitz
numbers [Bor+20 ], singularity theory [Mil15 ; Dun+19 ], stationary Gromov–Witten invariants
of P1 [NS14 ; DOSS14 ], Gromov–Witten invariants of toric Calabi–Yau 3-folds [BKMP09 ;
EO15 ; FLZ20 ], Hitchin system [DM18 ; BH19 ], integrable systems and JWKB analysis [BE12 ;
BE17 ; IKT18 ; IKT19 ; Iwa20 ], BPS states arising from hypergeometric-type spectral curves
[IK20 ], perturbative knots invariants [BME12 ; BEW17 ; BB18 ; Dun+20 ], formal asymptotics of
knot invariants [DFM11 ; BE15 ] (see also [GS12 ] for quantisation of the �-polynomial curves
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and a topological recursion perspective), and N = 2 four-dimensional supersymmetric gauge
theories [BBCC21 ].
In Part II , we will also discuss the application of topological recursion in the context of the
combinatorial moduli space, in Part III for the enumeration of multicurves, Masur–Veech
volumes, and the Euler characteristic of the moduli space, and in Part IV for computing spin
Hurwitz numbers.

A useful property of topological recursion is the variation formula with respect to the bidiffer-
ential �. As we will see later, it is the analogue of the '-matrix action on CohFTs.

Theorem 2.3.11. Let (�, G, ~, �) and (�, G, ~, �̃) be two spectral curves, l�,= and l̃�,= the
respective topological recursion multidifferentials. Define two projectors P and P̃ acting on the
space of meromorphic 1-forms on � as

P[q] (I0) =
∑
U∈a

Res
I=U

(∫ I

U

�(·, I0)
)
q(I), (2.3.18)

and likewise P̃ with �̃. Denote byV the image of P. Assume there exists a 2-cycle W ⊂ (� \ a)2
and a germ Υ of an holomorphic function at W such that �̃ is obtain by shifting � as

�̃(I1, I2) = �(I1, I2) +
∫
(|1,|2) ∈W

Υ(|1, |2) �(I1, |1)�(I2, |2), (2.3.19)

and define a linear form O on Sym2V by the formula

O[s] =
∫
(|1,|2) ∈W

Υ(|1, |2)s(|1, |2). (2.3.20)

Then, we have

l̃�,= (I1, . . . , I=) =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

(⊗
_∈ΛΓ

P̃I_ ⊗
⊗
4∈�Γ

4=(ℎ1,ℎ2)

OIℎ1 ,Iℎ2

) [⊗
{∈+Γ

l�({) ,=({)
(
(Iℎ)ℎ∈� ({)

) ]
. (2.3.21)

In this formula, � ({) is the set of half-edges attached to the vertex {, and we indicate in subscripts
the variables on which the operators act.

Sketch of the proof. Eynard–Orantin [EO07a , Theorem 6.1] establishes a formula for the first
derivative of l̃�,= with respect to the matrix elements of ^ when:

• � is a compact Riemann surface,

• � is the canonical bidifferential of the second kind (see Remark 2.3.4 ),

• �̃ = � + 2ci 3DC ^3D for a fixed symmetric matrix ^, where D is the Abel map (considered
as a column vector).

Integrating their relation with respect to ^ yields the result – in that case W is an element of
Sym2�1(�,Z) and Υ = (2ci)−2. The same proof in fact works under the assumptions of the
theorem. Notice that the order of integration of the variables (Iℎ, Iℎ′) is irrelevant, by the
assumptions on (W,Υ) and the fact that l�,= only has poles on the ramification divisor. �
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2.3.1 — Eynard–DOSS correspondence

Consider a spectral curve S = (�, G, ~, �). Under some conditions, Eynard [Eyn11 ] and Dunin-
Barkowski–Orantin–Shadrin–Spitz [DOSS14 ] showed that the expansion coefficients ��;U1,...,U=
from Equation (2.3.17 ) are correlators of a certain CohFT (over C) associated to S that we now
describe.
In most applications, it is convenient to fix some normalisation constants (2[0])0∈a in C× and
an additional constant 2 ∈ C×. Choose local coordinates Z0 around a ramification point 0 such
that G = (2[0]Z0)2 + G(0). Consider the auxiliary functions b0 and the associated meromorphic
differentials 3b:,0, defined as

b0 (I) =
∫ I �(|, ·)

3Z0 (|)

����
|=0

, 3b:,0 (I) = 3
( (
− 1

Z0

3

3Z0

) :
b0 (I)

)
. (2.3.22)

Notice that, for 2[0] = 1√
2
, we get the differentials of Equation (2.3.16 ). Moreover, they are

globally defined, as

− 1

Z0

3

3Z0
= −22[0]2 3

3G
. (2.3.23)

We also set Δ0 =
3~(I)
3Z0 (I)

��
I=0

and C0 = −22[0]22Δ0. Define a unital, semisimple TFT on + =

C 〈41, . . . , 4A 〉 by setting [(40, 41) = X0,1 and

1 =
∑
0∈a

C040, s�,= (401 ⊗ · · · ⊗ 40=) =
X01,...,0=

(C08 )2�−2+= . (2.3.24)

Define the '-matrix ' ∈ End(+)ÈDÉ and the translation ) ∈ D2+ÈDÉ by setting(
'−1

) 1
0
(D) = −

√
D

2c

∫
W1

3b0 4
− G−G (1)

22 [1]2D , (2.3.25)

)0 (D) =
(
C0D − (−22[0]22)

√
D

2c

∫
W0

3~ 4
− G−G (0)

22 [0]2D

)
. (2.3.26)

Here W0 = { I ∈ � | G(I) − G(0) > 0 } is the steepest descent from 0, oriented from the negative to
the positive values of the local coordinate Z0. Moreover, the equations are intended as equalities
between formal power series in D, where on the right-hand sidewe take the asymptotic expansion
as D → 0. Through the Givental action, we can then define a CohFT

Ω�,= = ')s�,= ∈ �•(M�,=) ⊗ (+∗)⊗= (2.3.27)

from the data (s, ',)), through a sum over stable graphs as explained in Section 2.2 . The link
with the topological recursion correlators is given by the following theorem.

Theorem 2.3.12 (Eynard–DOSS correspondence [Eyn11 ; DOSS14 ]). Suppose we have a com-
pact spectral curve S = (�, G, ~, �). Then its topological recursion correlators are given by

l�,= (I1, . . . , I=) = 22�−2+=
∑

U1,...,U=∈N×a

〈
gU1 · · · gU=

〉Ω
�

=∏
8=1

3bU8 (I8), (2.3.28)

where we have used the following shorthand notation for the CohFT correlators:〈
gU1 · · · gU=

〉Ω
�
=

∫
M�,=

Ω�,= (401 ⊗ · · · ⊗ 40=)
=∏
8=1

k
:8
8
, U8 = (:8 , 08). (2.3.29)
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Moreover, all the ingredients on the right-hand side depend on the choice of constants (2[0])0∈a
and 2, while the left-hand side is independent of it.

Remark 2.3.13. A weaker version of the above theorem holds for local curves (cf. [DOSS14 ]).
More precisely, the topological recursion correlators are still expressed in terms of the basis
3b:,0 and the coefficients are intersection numbers of a certain class on the moduli space of
curves. However, such class is not necessarily a CohFT. See also [Dun+18 ] for further readings.

Remark 2.3.14. As the translation of Equation (2.3.26 ) is acting on a unital TFT, one can rewrite
the translation action on s as a multiplication by ^-classes (see Lemma 2.2.8 ) via the +-valued
power series

Δ0 exp
(
−)̂0 (D)

)
=

1
√
2cD

∫
W0

3~ 4
− G−G (0)

22 [0]2D . (2.3.30)

Moreover, the compatibility between the translation and the '-matrix given by Proposition 2.2.9 

is equivalent to the following condition (sometimes called the DOSS test):

C1 exp
(
−)̂1 (D)

)
=

∑
0∈a

C0 ('−1)10 (D). (2.3.31)

If such equation (which can be seen as a compatibility condition between ~ and �) holds, the
resulting cohomological field theory coincides with '.s, which is flat.

Remark 2.3.15. It is now clear that a change in the bidifferential � reflects in a Givental-type
action on the topological recursion multidifferentials, as explained in Theorem 2.3.11 . Indeed,
the bidifferential � is the ingredient determining the '-matrix for the associated CohFT, and
the '-matrix action is defined as a of sum over stable graphs.

Example 2.3.16. Here are some examples of CohFTs associated to the spectral curves of
Example 2.3.10 (for specific choices of constants).

Spectral curve CohFT

Airy 1

Mirzakhani 42c
2^1

Lambert Λ(−1)
(@A, @)-Lambert �

@A ,@
�,=

Bessel Θ�,=

Chiodo class with parameter (@A, @), associated to the (@A, @)-Lambert curve, requires a change
of basis (see [LPSZ17 ]). Moreover, the spectral curve on P1 given by

G(I) = log(I) − IA , ~(I) = I: , �(I1, I2) =
3I13I2

(I1 − I2)2
(2.3.32)

gives the Chiodo class with general parameters (A, :).

2.3.2 — Quantum Airy structures

Recently, Kontsevich and Soibelman [KS18 ] proposed a new point of view for topological
recursion, which actually generalise the one of Eynard andOrantin. The Kontsevich–Soibelman
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approach starts from a collection of quadratic differential operators (!U)U∈� that form a Lie
subalgebra of the Weyl algebra, and constructs a formal power series

/ (ℏ;x) = exp

( ∑
�≥0, =>0

ℏ�−1

=!

∑
U1,...,U=∈�

��,;U1,...,U=G
U1 · · · GU=

)
(2.3.33)

that is annihilated by the differential operators !U.

Definition 2.3.17. Let + be a (possibly infinite-dimensional) vector space over C. Fix a basis
(4U)U∈� and let (GU)U∈� be the dual basis. Define theWeyl algebra as

Wℏ(+) = C[ℏ] 〈(GU, mU)U∈� 〉 /〈[mU, GU] = ℏ〉 . (2.3.34)

A quantum Airy structure on + is a collection (!U)U∈� of elements ofWℏ(+) of the form

!U = ℏmU −
∑
8, 9∈�

(
1

2
�U,8, 9G

8G 9 + ℏ� 9
U,8
G8m 9 +

ℏ2

2
�
8, 9
U m8m 9

)
− ℏ�U (2.3.35)

that form a Lie subalgebra ofWℏ(+):

[!U, !V] = ℏ
∑
W∈�

5
W

U,V
!W . (2.3.36)

In this definition, we can always assume that �U,V,W = �U,W,V and �
V,W
U = �

W,V
U . Moreover, if +

is infinite-dimensional, we require that only finitely many coefficients in Equation (2.3.35 ) are
non-zero. For a basis-free definition of quantum Airy structures, see [Bor20 ].

The subalgebra condition can be recast into a set of relations between the coefficients (�, �, �, �).

Lemma 2.3.18. Let (!U)U∈� be a collection of differential operators of the form (2.3.35 ). They
form a Lie subalgebra if and only if the following relations hold ∀U, V, W, X ∈ �.

• �-symmetry.
�U,V,W = �V,U,W (2.3.37)

• IHX-type relations.∑
8∈�

(
�8U,V�8,W, X + �8U,W�8,V, X + �8U, X�8,V,W

)
= (U↔ V)∑

8∈�

(
�8U,V�

W, X

8
+ �W,8U �XV,8 + �

X,8
U �

W

V,8

)
= (U↔ V)∑

8∈�

(
�8U,V�

X
8,W + �8U,W�XV,8 + �

X,8
U �8,V,W

)
= (U↔ V)

(2.3.38)

• �-relation. ∑
8∈�

�8U,V�8 +
1

2

∑
9 ,:∈�

�
9 ,:
U �V, 9,: = (U↔ V) (2.3.39)

Moreover, the tensors (�, �, �, �) fix the Lie subalgebra structure constants as 5 W
U,V

= �
W

U,V
−�W

V,U
.
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The main feature of quantum Airy structures is the existence of a unique partition function
annihilated by the operators !U.

Theorem 2.3.19 ([KS18 ]). There exists a unique formal series

/ (ℏ;x) = exp

( ∑
�≥0, =>0

ℏ�−1

=!

∑
U1,...,U=∈�

��;U1,...,U=G
U1 · · · GU=

)
(2.3.40)

such that the scalars ��;U1,...,U= , called quantum Airy structure correlators, are symmetric under
the permutation of the indices U1, . . . , U=, �0;U = �0;U,V = 0 and

!U · / (ℏ;x) = 0 ∀U ∈ � . (2.3.41)

Moreover, the scalars ��,;U1,...,U= are uniquely determined by the following recursion on 2� − 2 +
= > 0

��;U1,...,U= =

=∑
<=2

∑
8∈�

�8U1,U<��;8,U2,..., Û<,...,U=

+ 1

2

∑
9 ,:∈�

�
9 ,:
U1

(
��−1; 9 ,:,U2...,U= +

∑
�1+�2=�

�1t�2={U2,...,U= }

��1; 9 ,�1 ��2;:,�2

)
,

(2.3.42)

together with the initial conditions �0;U,V,W = �U,V,W and �1;U = �U. In the following, we will
refer to the above recursion formula as the Kontsevich–Soibelman topological recursion.

Remark 2.3.20. Let us briefly explain the motivation of Kontsevich and Soibelman. Their
starting point is the notion of classical Airy structure, i.e. a Lagrangian defined by quadratic
equations in the symplectic vector space )∗+ . The initial datum is then a lift of the former to
a Lie subalgebra of the Weyl algebra of + , which they call a quantum Airy structure. Thus,
the corresponding partition function / may be viewed as JWKB wave function of a quantum
system whose symmetry is generated by Hamiltonians !U.

Example 2.3.21. The easiest example of a quantum Airy structure is that of + = C, and
� = � = � = � = 1. We have a unique differential operator

! = ℏmG −
G2

2
− ℏGmG −

ℏ2

2
m2G − ℏ. (2.3.43)

In particular, there is no relation to be checked. It is not difficult to show that the differential
equation ! · / (ℏ; G) = 0 is mapped to the Airy differential equation, after a suitable change
of variable. Thus, the corresponding formal series / coincides with the (properly normalised
asymptotic expansion of the) Bairy function:

/ (ℏ; G) = 1

31/6Γ(2/3)
4

2G−G2
2ℏ Bi

(
1 − ℏ − 2G
(2ℏ)2/3

)
. (2.3.44)

This example motivates the name “Airy structures”.

More generally, for a vector space + of dimension 3, one can count the number of possible
choices for the tensors (�, �, �, �) and the number of relations given by Lemma 2.3.18 :

#choices =
3 (532 + 33 + 4)

3
= $ (33),

#relations =
3 (3 − 1) (232 + 3 + 1)

2
= $ (34).

(2.3.45)
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Notice that the number of relations grows faster than the one of possible choices, and already
for 3 ≥ 3 the system of relations is overdetermined. Thus, it is not clear whether quantum
Airy structures can exist at all. However, quantum Airy structure do exist, many of which arise
from vertex operator algebras and geometry [ABCO17 ; Bor+18 ; HR19 ; BKS20 ]. There are
also many examples of infinite-dimensional quantum Airy structure, in particular there is one
associated to any spectral curve (cf. Section 2.3.2 ). A similar statement holds for more general
spectral curves, although there needs to be some assumptions on the behaviour at ramification
points [BKS20 ].

Remark 2.3.22. Since the work of Kontsevich and Soibelman, quantumAiry structures has been
generalised in various directions, notably by Borot–Bouchard–Chidambaram–Creutzig–No-
shchenko [Bor+18 ] to allow for higher order differential operators, and by Bouchard–Cio-
smak–Hadasz–Osuga–Ruba–Sułkowski [Bou+20 ] in the context of super vertex operator alge-
bras.

A useful property of quantum Airy structures, also called twisting, is the analogue of the
Givental action on CohFTs. It was studied for the first time in [ABCO17 ]. The version we
present here can be found in [And+19 ].

Proposition 2.3.23. Let (!U)U∈� be a quantum Airy structure on + , determined by the data
(�, �, �, �), and let (DU,V)U,V∈� be a collection of scalars satisfying DU,V = DV,U. Define the
operator* = exp( ℏ2

∑
U,V∈� D

U,VmUmV) and the differential operators

!̃U = *!U*
−1. (2.3.46)

Then ( !̃U)U∈� form a quantum Airy structure on + , with twisted data ( �̃, �̃, �̃, �̃) given by

�̃U,V,W = �U,V,W

�̃
W

U,V
= �

W

U,V
+

∑
8∈�

�U,V,8 D
8,W

�̃
V,W
U = �

V,W
U +

∑
8∈�

(
�
V

U,8
D8,W + �W

U,8
D8,V

)
+

∑
9 ,:∈�

�U, 9,: D
9 ,VD:,W

�̃U = �U +
1

2

∑
8, 9∈�

�U,8, 9 D
8, 9 .

(2.3.47)

Moreover, the partition function is given by /̃ = * · / or, more explicitly, as the following sum
over stable graphs:

�̃�;U1,...,U= =
∑

Γ∈G�,=

1

|Aut(Γ) |
∑

U:�Γ→�

∏
{∈+Γ

��({);(Uℎ)ℎ∈� ({)

∏
4∈�Γ

4=(ℎ,ℎ′)

DUℎ ,Uℎ′ . (2.3.48)

The sum over half-edges decorations is restricted to those which respect the boundary condition,
i.e. if _ ∈ ΛΓ corresponds to the label 8 ∈ { 1, . . . , = }, then U_ = U8. Again, � ({) is the set of
half-edges attached to the vertex {.

Airy structures from topological recursion

Consider a (local) spectral curve S = (�, G, ~, �). Andersen–Borot–Chekhov–Orantin showed
that the expansion coefficients ��;U1,...,U= from Equation (2.3.17 ) are correlators of a certain
quantum Airy structure associated to S that we now describe.
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As in Section 2.3.1 , fix some normalisation constants (2[0])0∈a in C× and an additional constant
2 ∈ C×. Choose local coordinates Z0 near 0 such that G = (2[0]Z0)2 + G(0), and consider the
auxiliary functions b0 and the associated meromorphic differentials 3b:,0, defined as

b0 (I) =
∫ I �(|, ·)

3Z0 (|)

����
|=0

, 3b:,0 (I) = 3
( (
− 1

Z0

3

3Z0

) :
b0 (I)

)
. (2.3.49)

Define also the meromorphic functions and the inverse of a 1-form (both well-defined in a
neighbourhood of 0)

b∗:,0 (I) =
Z2:+10 (I)
(2: + 1)!! , \0 (I) =

−2
2
(
~(I) − ~(]0 (I))

)
3G(I)

. (2.3.50)

We can then define the tensors Is this true
with this ba-
sis of b’s?
Also, � to be
completed

�U,V,W = Res
I=0

\0 (I) b∗U (I) 3b∗V (I) 3b∗W (I)

�
W

U,V
= Res
I=0

\0 (I) b∗U (I) 3b∗V (I) 3bW (I)

�
V,W
U = Res

I=0
\0 (I) b∗U (I) 3bV (I) 3bW (I)

�U =

U = (:, 0). (2.3.51)

In the definition of �U, the coefficients are given by the expansion of ~ and � as

~ =
∑
:≥0

C:,0Z
<
0 , (2.3.52)

� =

(
X01,02

(Z01 − Z02)2
+

∑
:1,:2≥0

q (:1,01) , (:2,02) Z
:1
01
Z :202

)
3Z013Z02 . (2.3.53)

Proposition 2.3.24. The tensors (�, �, �, �) defined by Equation (2.3.51 ) form a quantum
Airy structure on the free vector space spanned by � = N × a. Moreover, the topological recursion
multidifferential satisfy

l�,= (I1, . . . , I=) = 22�−2+=
∑

U1,...,U=∈N×a
��;U1,...,U=

=∏
8=1

3bU8 (I8), (2.3.54)

and the sum is finite since ��;U1,...,U= vanishes for :1 + · · · + := > 3� − 3 + =, with U8 = (:8 , 08).
Moreover, all the ingredients on the right-hand side depend on the choice of constants (2[0])0∈a
and 2, while the left-hand side is independent of it.

We can also explicitly find a correspondence between a the shifting of the bidifferential � in the
Eynard–Orantin formalism (Theorem 2.3.11 ) and the twisting procedure of a quantum Airy
structure (Proposition 2.3.23 ). Namely, consider two spectral curve S and S̃ differing in the
choice of the symmetric bidifferential as

�̃(I1, I2) = �(I1, I2) + D(I1, I2) (2.3.55)

for a symmetric bidifferential D(I1, I2) that is holomorphic around the (coinciding) ramification
points. Denote by (�, �, �, �) and ( �̃, �̃, �̃, �̃) the quantum Airy structures associated to S
and S̃ respectively. Define the expansion coefficients of D as To be com-

pleted
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DU1,U2 = U8 = (:8 , 08). (2.3.56)

Then the quantum Airy structure ( �̃, �̃, �̃, �̃) is obtained from (�, �, �, �) by the twisting
procedure of Proposition 2.3.23 .

Schematically, the relation between the Eynard–Orantin and Kontsevich–Soibelman formalisms
can be pictured as follows:

Spectral curve
(�, G, ~, �)

TR correlators
l�,= (I1, . . . , I=)

QAS initial data
(�, �, �, �)

QAS correlators
��;U1,...,U=

EO-TR

KS-TR

expansion (2.3.51 ) expansion (2.3.54 )

shift by �

twist by D
(2.3.56 )

Notice that the vertical arrows are not a correspondence, as not all Airy structures comes from
a spectral curve.

Example 2.3.25. Notice that, applying the above theorem to the Airy curve of Example 2.3.10 

(and choosing 2[0] = 1√
2
and 2 = 1)

G(I) = I2

2
, ~(I) = −I, �(I1, I2) =

3I13I2

(I1 − I2)2
,

we find the quantum Airy structure given by �8, 9 ,: = X8, 9 ,: , �8 =
X8,1
24 , and

�:8, 9 = X8+ 9 ,:+1
(2: + 1)!!

(28 + 1)!!(2 9 − 1)!! , �
9 ,:

8
= X8, 9+:+2

(2 9 + 1)!!(2: + 1)!!
(28 + 1)!! .

In particular, the recursive equation for the scalars ��;:1,...,:= coincidewith theWitten–Kontsevich
recursion for k-classes intersection numbers of Theorem 2.1.15 : ��;:1,...,:= = 〈g:1 · · · g:=〉�.
More generally, if the curve is compact, we obtain the following equality between quantum
Airy structure and CohFT correlators, i.e.

��;U1,...,U= =
〈
gU1 · · · gU=

〉Ω
�
.

Thus, the CohFT Ω satisfies the topological recursion formula of Equation (2.3.42 ). Moreover,
the operators (!U)U∈N×a annihilating the partition function are a generalisation of the celebrated
Virasoro constraints for k-classes intersection numbers (cf. [DVV91 ]).

39



I. Introduction

2.4 — Geometric recursion and Teichmüller theory

Geometric recursion (GR), introduced by Andersen–Borot–Orantin [ABO17 ], is a “geometri-
sation” or “categorification” of topological recursion. Concretely, it is a general formalism that
constructs functorial assignments

Σ ↦−→ ΩΣ ∈ � (Σ) (2.4.1)

for some functors � from the category of bordered surfaces to a suitable target category of
topological vector spaces. Geometric recursion proceeds by successive excisions of homotopy
classes of embedded pairs of pants on the surface Σ, and it produces mapping class group
invariant vectors ΩΣ starting from some initial data (that correspond to Σ being a pair of pants
or a torus with one boundary) and some gluing data.
In the following, we will explain geometric recursion in the context of Teichmüller theory
and Mirzakhani’s recursion [Mir07a ], which is the main source of inspiration for the theory
itself, and refer to [ABO17 ] for the general formalism. In Parts II and III we will adapt such
formalism to a more combinatorial setting.

2.4.1 — Hyperbolic geometry and Teichmüller spaces

The following exposition is based on [FM11 ; FLP12 ].

Definition 2.4.1. A bordered surface Σ is a smooth, compact, connected, oriented surface
with non-empty boundary and labelled boundary components m1Σ, . . . , m=Σ. We assume Σ to
be stable, i.e. its Euler characteristic is negative. If Σ is of genus �, we call (�, =) the type of Σ.
We use % (resp. )) to refer to bordered surfaces with the topology of a pair of pants (resp. of a
torus with one boundary component).

Notice that we assume bordered surface to be connected. In case we consider disconnected
bordered surfaces, we will assume each component to be stable, with non-empty boundary and
with labelled boundary components.

Definition 2.4.2. Denote byModΣ the mapping class group of Σ:

ModΣ = Diff+(Σ)/Diff+0 (Σ), (2.4.2)

where Diff+(Σ) is the group of orientation-preserving diffeomorphisms of the surface Σ and
Diff+0 (Σ) denotes its subgroup consisting of those diffeomorphisms isotopic to the identity. The
pure mapping class groupModmΣ is the subgroup ofModΣ consisting of mapping classes which
preserve the labellings of boundary components.

A particular example of mapping class is the Dehn twist associated to a homotopy class of
simple closed curve W on Σ. To define it, fix a tubular neighbourhood of a representative of
W, together with a homeomorphism to the annulus (1 × [0, 1]. A twist on the annulus may
be defined by sending (I, C) ↦→ (exp(2ciC)I, C), which restricts to the identity on the boundary
circles where C = 0 and C = 1. This defines a self-homeomorphism (mod boundary) on the
annulus. The corresponding Dehn twist on Σ is obtained by extending the self-homeomorphism
on the annulus to the identity outside the tubular neighbourhood, and taking its class modulo
Diff+0 (Σ).
We can define now the Teichmüller space associated to a bordered surface Σ, which parametrises
hyperbolic metrics on Σ up to isotopy.
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W

Figure 2.4: A Dehn twist associated to W. The yellow curve is modified as shown.

Definition 2.4.3. Let Σ be a bordered surface. An hyperbolic marking on Σ is a pair (-, 5 )
where - is a hyperbolic surface with labelled geodesic boundaries and 5 : Σ → - is an
orientation-preserving diffeomorphism respecting the labelling. Define the (hyperbolic) Teich-
müller space as

TΣ =

{
(-, 5 )

��� (-, 5 ) is a hyperbolic marking on Σ

} /
∼ (2.4.3)

where (-, 5 ) ∼ (- ′, 5 ′) if and only if there exists an isometry i : - → - ′ respecting the labelling
of the boundaries and such that i ◦ 5 is isotopic to 5 ′. We denote points in TΣ by f = [-, 5 ],
and we call them hyperbolic structures on Σ. By considering hyperbolic lengths of the labeled
boundary components, we have a perimeter map ? : TΣ → R=

+ and we set TΣ(!) = ?−1(!), i.e.

TΣ(!) =
{
(-, 5 )

���� (-, 5 ) is a hyperbolic marking on Σ

with labelled geodesics boundaries of lengths !

}/
∼ (2.4.4)

for ! ∈ R=
+ .

Proposition 2.4.4. Let Σ be a bordered surface of type (�, =). The Teichmüller space TΣ(!) is a
real manifold of dimension 6� − 6 + 2=.

The pure mapping class group of Σ acts on the Teichmüller spaces TΣ(!) properly discontin-
uously, and the quotientMΣ(!) is called the moduli space of hyperbolic structures on Σ. It
only depends on the type (�, =) of the surface and on the boundary constraint ! ∈ R=

+ , and it is
naturally homeomorphic to

M�,= (!) =
{
-

���� - is a hyperbolic surface of type (�, =)
with labelled geodesics boundaries of lengths !

}/
∼ (2.4.5)

where - ∼ - ′ if and only if there exists an isometry from - to - ′ preserving the labelling
of the boundary components. A non-trivial result, which is a consequence of the Riemann
uniformisation theorem, is that M�,= (!) is homeomorphic to the moduli space of curves
introduced in Section 2.1 .

Theorem 2.4.5. The spaceM�,= (!) is a smooth real orbifold of dimension 6�−6+2=. Moreover,
for all ! ∈ R=

+ , it is homeomorphic (as a smooth real orbifold) to the moduli space of curves:

M�,= (!) �M�,=. (2.4.6)

Curves, length and twist

For a fixed bordered surface Σ, we denote byI changed it
this notation

• SΣ the set of homotopy classes of simple closed curves on Σ consisting of non boundary-
parallel (also called essential) curves,
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W

2

2′

Figure 2.5: Examples of a simple closed curve W (in purple), a multicurve 2 (in green), and a
primitive multicurve 2′ (in blue).

• MΣ the set of multicurves, i.e. homotopy classes of finite unions of pairwise disjoint
essential simple closed curves on Σ,

• M′
Σ
the set of primitive multicurves, i.e. those multicurves whose components are pairwise

non-homotopic.

From now on, curves are always considered up to homotopy. By convention MΣ and M′
Σ

contain the empty multicurve, whereas SΣ does not. See Figure 2.5 for some examples.
If Σ is a bordered surface and W ∈ SΣ (or more generally in M′

Σ
), we can consider the closed

surface ΣW defined as the result of cutting Σ along a chosen representative of W. The assumptions
on W imply that every connected component ofΣW is stable. Among such connected components,
there is one containing m1Σ. We label the boundaries of such surface by putting the components
of mΣ first (in the order they appear in Σ), followed by those of W (in some order). For the
connected components of ΣW that do not contain m1Σ, we label the boundaries by putting the
components of W first (in some order), followed by those of mΣ (in the order they appear in
Σ). In the following we specify the choice of order only in case it has an actual relevance in the
argument.

Definition 2.4.6. Let Σ be a bordered surface. If f ∈ TΣ(!) is a hyperbolic structure on Σ and
W is a simple closed curve, there is a unique shortest geodesic in the homotopy class of W for
each hyperbolic metric representing f, and we denote by ℓf (W) its hyperbolic length (which
does not depend on the choice of representative). The length of a multicurve is by definition
the sum of lengths of its components.

One of the main feature of simple closed curves is that they give a parametrisation of the entire
Teichmüller space.

Theorem 2.4.7 (See for instance [FLP12 , Theorem 7.9]). Let us equip RSΣ
+ with the product

topology. The hyperbolic length of simple closed curves gives a map

ℓ∗ : TΣ(!) −→ RSΣ
+ (2.4.7)

which is a homeomorphism onto its image.

In other words, knowing the length of all simple closed curves is enough to reconstruct the
hyperbolic metric. However, something much stronger holds: if Σ is a bordered surface of type
(�, =), it suffices to know the hyperbolic length of only 9� − 9 + 3= curves to determine the
corresponding point of TΣ(!). In order to choose such curves, we need to fix a seamed pants
decomposition of Σ.
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W

U

X

[

m1-

m4- m3-

m2-

W

X = U

[m)

Figure 2.6: The curves X and [ for Σ8 of type (0, 4) (on th left) and of type (1, 1) (on the right).
We omit the subscripts.

Definition 2.4.8. Given a bordered surface Σ of type (�, =), a seamed pants decomposition
consists of

• a pants decomposition P = (W1, . . . , W3�−3+=), that is a maximal collection of pairwise
non-homotopic, essential, simple closed curves, labelled by 1, . . . , 3� − 3 + =, and that cut
the surface into pairs of pants,

• a collection S of non-homotopic, essential simple closed curves or simple arcs connecting
boundary components of Σ, pairwise non-homotopic relative to the boundary, such that
the intersection of S with any of the pair of pants % in the decomposition specified by P

is a union of three disjoint arcs connecting the boundary components of % pairwise.

Given P, we can construct an S by first choosing three disjoint arcs on each pair of pants and
then matching up endpoints in any fashion.

Let Σ be of type (�, =) and fix a seamed pants decomposition (P,S), withP = (W1, . . . , W3�−3+=).
The union of the pair of pants in the decomposition that are adjacent to W8 is a surface Σ8 of
type (0, 4) or (1, 1). We choose U8 ∈ S crossing W8 in Σ8 , with the condition that, if Σ8 is of type
(1, 1), then U8 does not intersect mΣ8 . We now define two other homotopy classes of curves on
Σ8 (see Figure 2.6 ).

• If Σ8 has type (0, 4), we let X8 be the curve determined by a tubular neighbourhood of U8
union the boundary component it connects. If Σ8 has type (1, 1), we let X8 be the curve U8 .

• Let [8 be the image of X8 after a Dehn twist along W8 .

In the (0, 4) case there are two possible choices of U8 as above, but both choices give the same
(X8 , [8).

Theorem 2.4.9 ((9� − 9 + 3=)-theorem, see for instance [FM11 , Theorem 10.7]). Let Σ be a
bordered surface of type (�, =) and (P,S) a seamed pants decomposition. The map

TΣ(!) −→ R
9�−9+3=
+ , f ↦−→

(
ℓf (W), ℓf (X), ℓf ([)

)
(2.4.8)

is continuous and injective.

Although TΣ(!) injects into R
9�−9+3=
+ , the above map is not surjective. In order to construct a

homeomorphism, we use the idea that pairs of pants can be used as building blocks to create
surfaces with negative Euler characteristic.
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W8

g8 < 0

U

W8

g8 > 0

U

Figure 2.7: The sign convention for the twist parameter.

Fix a seamed pants decomposition (P,S) on Σ. We define the length parameters of a point
f ∈ TΣ(!) to be the tuple of positive real numbers

ℓ(f) =
(
ℓ1(f), . . . , ℓ3�−3+= (f)

)
, (2.4.9)

where ℓ8 (f) = ℓf (W8). Notice that ℓ(f) is sufficient to determine the hyperbolic structure on
each pair of pants, as T% � Rm%

+ , where the isomorphism is given by the perimeter map.
To completely determine the hyperbolic metric, one need to take into account how pairs of
pants are glued together5. We call the twist parameters of a point f ∈ TΣ(!) the tuple of real
numbers

g(f) =
(
g1(f), . . . , g3�−3+= (f)

)
, (2.4.10)

defined as follows. To construct the twist parameter g8, take a curve U ∈ S that meets W8.
Homotopic to U, relative to the boundary of Σ, is a unique length-minimising piecewise geodesic
curve which is entirely contained in the seams of the pairs of pants and the curves W1, . . . , W3�−3+=
(see [FLP12 , Exposé 7] for a definition of pants’ seams). The twist parameter g8 is the signed
distance that this curve travels along W8 , according to the sign convention of Figure 2.7 . It can
be shown that the twist parameter is independent of the choice of curve U ∈ S.
Despite the fact that length and twist parameters, collectively known as Fenchel–Nielsen co-
ordinates, depend on the choice of a seamed pants decomposition, we have the following
result.

Theorem 2.4.10 (Fenchel–Nielsen coordinates). For seamed pants decomposition of Σ and any
! ∈ R=

+ , the map

TΣ(!) → (R+ ×R)3�−3+=, f ↦−→
(
ℓ(f), g(f)

)
(2.4.11)

is a homeomorphism.

Weil–Petersson geometry

By work of Goldman [Gol84 ], the space TΣ(!) carries a natural symplectic form that is invariant
under the action of the pure mapping class group, called theWeil–Petersson symplectic form and
denoted by lWP. In particular, it descends to a symplectic form on the moduli spaceM�,= (!),
that will be denoted with the same symbol. In [Mir07b ], expanding on the fundamental work of
Wolpert [Wol85 ] for = = 0, Mirzakhani proves that the Weil–Petersson form extends as a closed
form to the moduli space of stable curvesM�,= and defines a cohomology class on �2(M�,=).

5Citing Thurston’s book [Thu97 ], “to determine a point in Teichmüller space we need to consider how many
times the leg of the pajama suit is twisted before it fits onto the baby’s foot”.
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Theorem 2.4.11 ([Wol85 ; Mir07b ]). Under the homeomorphismM�,= (!) �M�,=, the Weil–
Petersson form extends as a closed form toM�,= and defines the cohomology class

2c2^1 +
1

2

=∑
8=1

!28 k8 ∈ �2(M�,=). (2.4.12)

In particular, theWeil–Petersson measure 3`WP =
l

3�−3+=
WP

(3�−3+=)! makesM�,= (!) into a finite measure
space. Its volume, called the Weil–Petersson volume, is then a homogeneous polynomial in
2c2, !21, . . . , !

2
= of degree 3� − 3 + = with rational coefficients storing intersection numbers on

M�,=:

+WP
�,= (!) =

∫
M�,= (!)

3`WP =
∑

:0,:1,...,:=≥0

∫
M�,=

(2c2^1):0
:0!

=∏
8=1

k
:8
8

!
2:8
8

2:8 :8!
. (2.4.13)

In particular, any statement about the volume +WP
�,= (!) yields a statement about the intersection

theory of exp(2c2^1) onM�,=, and vice versa.
Another important feature of the Weil–Petersson form, proved by Wolpert [Wol85 ], is its
expression in Fenchel–Nielsen coordinates: lengths and twists are Darboux coordinates for
lWP. Geometrically, this implies that the Weil–Petersson symplectic structure is compatible
with cutting and gluing along simple closed curves.

Theorem 2.4.12 (Wolpert formula [Wol85 ]). For a fixed seamed pants decomposition with
associated Fenchel–Nielsen coordinates (ℓ8 , g8)8=1,...,3�−3+=, the Weil–Petersson symplectic form is
given by

lWP =

3�−3+=∑
8=1

3ℓ8 ∧ 3g8 . (2.4.14)

2.4.2 — Mirzakhani-type formulae

Mirzakhani’s recursion

One of the main obstacles in the computation of Weil–Petersson volumes is the fact that
Fenchel–Nielsen coordinates do not behave well under the action of the mapping class group.
In [Mir07a ], Mirzakhani was able to work around this issue by unfolding the volume integral.
Let us explain the argument for the simple case ofM1,1(!). Consider the space

M∗1,1(!) =
{
(-, W)

�� - ∈ M1,1(!), W a simple closed geodesic on -
}
, (2.4.15)

together with the projection c : M∗1,1 →M1,1. Consider the map ℓ : M∗1,1 → R+ defined by
ℓ(-, W) = ℓ- (W). A simple argument shows that6

M∗1,1(!) =
{
(ℓ, g) ∈ R+ ×R

��� 0 ≤ ℓ ≤ g
2

} /
∼, (2.4.16)

where we have set (ℓ, 0) ∼ (ℓ, g2 ). In particular, thanks to Wolpert’s formula, the pullback of the
Weil–Peterson measure reads c∗3`WP = 3ℓ3g.

6Beware that Mirzakhani [Mir07a ] considers a different orbifold structure onM1,1 (!), ignoring the elliptic
involution. Hence, our result for the Weil–Petersson volume differs from hers by a factor of 2.
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We can write now the constant function 1 (the integrand in the volume integral) using an identity
by McShane7 [McS98 ]: for any - ∈ M1,1(!)

1 =
∑

c (. )=-
5
(
ℓ(. )

)
, 5 (ℓ) = 2

!
log

(
4
!
2 + 4ℓ

4−
!
2 + 4ℓ

)
. (2.4.17)

As a consequence, one can unfold the volume integral as∫
M1,1 (!)

3`WP =

∫
M1,1 (!)

∑
c (. )=-

5
(
ℓ(. )

)
3`WP

=

∫
M∗1,1 (!)

5
(
ℓ(. )

)
3ℓ3g

=

∫ ∞

0

∫ ℓ
2

0
5 (ℓ) 3ℓ3g

=
1

2

∫ ∞

0
5 (ℓ) ℓ3ℓ,

(2.4.18)

from which one can easily get +WP
1,1 (!) =

!2

48 +
c2

12 .

In order to unfold the volume integral required to calculate +WP
�,= (!), Mirzakhani proved a more

general version of McShane’s identity.

Theorem 2.4.13 (Mirzakhani identity [Mir07a ]). Fix a bordered surface Σ with jΣ < −1 . For
every ! = (!1, . . . , !=) ∈ R=

+ and f ∈ TΣ(!),

1 =

=∑
<=2

∑
W

�"
(
!1, !<, ℓf (W)

)
+ 1

2

∑
W,W′

�"
(
!1, ℓf (W), ℓf (W′)

)
, (2.4.19)

where the first summation is over simple closed geodesics W which bound a pair of pants with m1Σ
and m<Σ, while the second summation is over ordered pairs (W, W′) of simple closed geodesics which
bound a pair of pants with m1Σ. Moreover, the functions �" : R3

+ → R+ and �" : R3
+ → R+ are

given by

�" (!, ! ′, ℓ) = 1 − 1

!
log

(
cosh( !′2 ) + cosh(

!+ℓ
2 )

cosh( !′2 ) + cosh(
!−ℓ
2 )

)
,

�" (!, ℓ, ℓ′) = 2

!
log

(
4
!
2 + 4 ℓ+ℓ

′
2

4−
!
2 + 4 ℓ+ℓ

′
2

)
.

(2.4.20)

The main idea behind the proof is to consider, for each point ? ∈ m1Σ, the orthogeodesic U?
starting at ? orthogonally to m1Σ. If we start at ? and walk along U?, then one of the following
mutually excluding situations must arise (cf. Figure 2.8 ).

a) The geodesic U? never intersects itself or a boundary component.

b<) The geodesic U? intersects m<Σ for some < ∈ { 2, . . . , = }, without intersecting itself.

c) The geodesic U? intersects m1Σ or it intersects itself.
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m<Σ

W

W

W′

W

W′

Figure 2.8: The orthogeodesic U? (in red) and some of its possible behaviour, together with the
simple closed curve(s) it determines (in green). On the left, the arc U? intersect the boundary
component m<Σ (b<-type), and it determines a single simple closed curve W. In the two other
cases, U? intersect m1Σ and itself respectively (c-type), determining two simple closed curves
(W, W′).

Denote by m1,•Σ the subset of m1Σ for which the condition • ∈ {a,b2,· · · ,b=,c} occurs. By a
result of Birman–Series [BS85 ], m1,aΣ is a measure zero subseset with respect to the curvilinear
measure `f induced by f on m1Σ. On the other hand, we can construct maps

1< : m1,b<Σ −→ BΣ,< =

{ homotopy classes of embedded pair of pants
with labelled boundary components (m1Σ, m<Σ, W)

for a simple closed geodesic W

}
2 : m1,cΣ −→ CΣ =

{ homotopy classes of embedded pair of pants
with labelled boundary components (m1Σ, W, W′)

for two simple closed geodesics W and W′

} (2.4.21)

as follows (see Figure 2.8 again). Consider the union of m1Σ, the orthogeodesic U? from ? to
the intersection point, and (in the b= case) m<Σ. A sufficiently small neighbourhood of this
embedded graph is topologically a pair of pants. By taking geodesic representatives in the
homotopy classes of the boundary components, we obtain an embedded hyperbolic pair of
pants %, whose geodesic boundary is (m1Σ, m<Σ, W) in the b< case, and (m1Σ, W, W′) in the c case.
In the latter situation, we can label the boundary components of % by saying that W is the one
on the right-hand side of U?, while W′ is one on the left-hand side of U?. As a consequence of
the above discussion, we find that

!1 = `f (m1Σ) =
=∑
<=2

∑
%∈BΣ,<

`f
(
1−1< (%)

)
+ 1

2

∑
%∈CΣ

`f
(
2−1(%)

)
. (2.4.22)

The factor 1/2 comes from the symmetric role of the curves W and W′.
Mirzakhani’s identity follows now from the following lemma, together with the identification
of BΣ,< with the set of simple geodesics W bounding a pair of pants with pair of pants with
m1Σ and m<Σ, and the identification of CΣ with the set of ordered pairs (W, W′) of simple closed
geodesics bounding a pair of pants with m1Σ.

Lemma 2.4.14. The functions defined in Equation (2.4.20 ) have the following geometric meaning.

• If % ∈ BΣ,< bounds a simple closed curve W with m1Σ and m<Σ, then

`f
(
1−1< (%)

)
= !1 · �"

(
!1, !<, ℓf (W)

)
. (2.4.23)

7More precisely, McShane discovered such identity in the case ! = 0, i.e. on the moduli space of cusped
hyperbolic structures on the torus. The identity for general ! ∈ R+ is due to Mirzakhani.
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• If % ∈ CΣ bounds two simple closed curves W and W′ with m1Σ, then

`f
(
2−1(%)

)
= !1 · �"

(
!1, ℓf (W), ℓf (W′)

)
. (2.4.24)

Remark 2.4.15. Notice that that above computation is “local” in the sense that it depends only
on the geometry of % and not on the geometry of the entire surface. Hence, it can be done
via hyperbolic trigonometry. Moreover, the function �" can be alternatively interpreted as
follows. Fix an embedded pair of pants % ∈ BΣ,<, and take a point ? ∈ m1Σ at random uniformly
with respect to the hyperbolic line element. The probability that the orthogeodesic U? defines
an embedded pair of pants given by % is equal to �" (!1, !<, ℓf (W)). Similarly for % ∈ CΣ.
Mirzakhani’s identity simply states that such events are disjoint and exhaustive.

One can now apply the unfolding argument presented before to Mirzkhani’s identity, obtaining
a recursion formula for the Weil–Petersson volumes.

Theorem 2.4.16 (Mirzakhani’s recursion [Mir07a ]). The Weil–Petersson volumes are uniquely
determined by the following recursion on 2� − 2 + = > 1

+WP
�,= (!1, . . . , !=) =

=

=∑
<=2

∫
R+

�" (!1, !<, ℓ)+WP
�,=−1(ℓ, !2 . . . , !̂<, . . . , !=) ℓ3ℓ

+ 1

2

∫
R2
+

�" (!1, ℓ, ℓ′)
(
+WP
�−1,=+2(ℓ, ℓ

′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

+WP
�1,1+|�1 | (ℓ, !�1)+

WP
�2,1+|�2 | (ℓ

′, !�2)
)
ℓℓ′3ℓ3ℓ′

(2.4.25)

with the conventions +WP
0,1 = +WP

0,2 = 0, and the base cases

+WP
0,3 (!1, !2, !3) = 1 and +WP

1,1 (!) =
!2

48
+ c

2

12
. (2.4.26)

One can immediately recognise in Mirzakhani’s recursion the same structure of the topological
recursion formula, introduced in Section 2.3 . This is not a coincidence, as shown by Eynard–
Orantin and briefly explained in Example 2.3.10 .

Proposition 2.4.17 ([EO07b ]). Consider the spectral curve given by � = P1 and

G(I) = I2

2
, ~(I) = −sin(2cI)

2c
, �(I1, I2) =

3I13I2

(I1 − I2)2
. (2.4.27)

The associated multidifferentials are the Laplace transform of the Weil–Petersson volumes:

l�,= (I1, . . . , I=) = 31 · · · 3=
∫
R=+

+WP
�,= (!1, . . . , !=)

=∏
8=1

4−I8!8!83!8 . (2.4.28)

An immediate consequence of Mirzakhani’s result is a recursion for the following intersection
numbers

[g:1 · · · g:=]� =
∫
M�,=

^
3�−3+=−|: |
1

=∏
8=1

k
:8
8
, |: | =

=∑
8=1

:8 . (2.4.29)
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(�, =) +WP
�,= (!)

(0, 3) 1

(0, 4) 1
2< (1) + 2c

2

(0, 5) 1
8< (2) +

1
2< (12) + 3c

2< (1) + 10c4

(0, 6) 1
48< (3) +

3
16< (2,1) +

3
4< (13) +

3c2

2 < (2) + 6c2< (12) + 26c4< (1) + 244c6

3

(0, 7) 1
384< (4) +

1
24< (3,1) +

3
32< (22) +

3
8< (2,12) +

3
2< (14) +

5c2

12 < (3) +
15c2

12 < (2,1)

+ 15c2< (13) + 20c4< (2) + 80c4< (12) + 910c6

3 < (1) + 2758c8

3

(1, 1) 1
48< (1) +

c2

12

(1, 2) 1
192< (2) +

1
96< (12) +

c2

12< (1) +
c4

4

(1, 3) 1
1152< (3) +

1
192< (2,1) +

1
96< (13) +

c2

24< (2) +
c2

8 < (12) +
13c4

24 < (1) + 14c6

9

(1, 4) 1
9216< (4) +

1
768< (3,1) +

1
384< (22) +

1
128< (2,12) +

1
64< (14) +

7c2

576 < (3)

+ c212< (2,1) +
c2

4 < (13) +
41c4

96 < (2) + 17c4

12 < (12) + 187c6

36 < (1) + 529c8

36

(2, 1) 1
442368< (4) +

29c2

138240< (3) +
139c4

23040 < (2) +
169c6

2880 < (1) +
29c8

192

(2, 2) 1
4423680< (5) +

1
294912< (4,1) +

29
2211840< (3,2) +

11c2

276480< (4) +
29c2

69120< (3,1) +
7c2

7680< (22)

+ 19c4

7680 < (3) +
181c4

11520 < (2,1) +
551c6

8640 < (2) +
7c6

36 < (12) +
1085c8

1728 < (1) + 787c10

480

(3, 1) 1
53508833280< (7) +

77c2

9555148800< (6) +
3781c4

2786918400< (5) +
47209c6

418037760< (4) +
127189c8

26127360 < (3)

+ 8983379c10

87091200 < (2) + 8497697c12

9331200 < (1) + 9292841c14

4082400

Table 2.3: A list of Weil–Petersson polynomials +WP
�,= (!) for low values of 2� − 2 + = computed

via the topological recursion formula Equation (2.4.25 ). Here <_ is the monomial symmetric
polynomial associated to the partition _, evaluated at !21, . . . , !

2
=.

More precisely, one can compute the quantum Airy structure associated to the above spectral
curve, and the recursion for the quantum Airy structure correlators ��;:1,...,:= can be easily
recast into a recursion for [g:1 · · · g:=]�. Moreover, taking the top coefficients of the Weil–
Petersson polynomials in !21, . . . , !

2
= leads to a recursion for the k-classes intersection numbers

〈g:1 · · · g:=〉�, namely the Witten–Kontsevich recursion equation (2.1.19 ). In Chapter 6 we will
present a geometric interpretation of such fact.

Geometric recursion and multicurve count

In [ABO17 ], Andersen–Borot–Orantin generalised Mirzakhani’s argument, defining a general
framework to recursively construct mapping class group invariant functions by excision of
embedded pairs of pants. We begin by reviewing such framework, called geometric recursion,
in a simplified form.
Let us introduce the category B1 as follows.

• Objects: bordered surfaces, possibly disconnected. By convention, we include the empty
surface in B1.

• Morphisms: isotopy classes of diffeomorphisms relatively to the boundary which preserve
the first boundary component but are allowed to permute the labellings of the other
boundary components. If the surface is disconnected, the morphism preserves the first
boundary component of each connected component of the surface.
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Geometric recursion starts with a functor � from B1 to the category TVectR of topological
vector spaces and aims at constructing �-valued functorial assignments

Σ ↦−→ ΩΣ ∈ � (Σ). (2.4.30)

For this purpose, � must come with extra functorial data that satisfy a number of axioms,
subsumed in the notion of target theory. Instead of repeating the fully general definition of
target theories and associated geometric recursion [ABO17 ], we shall describe in concrete terms
the geometric recursion for the functor � used in the present section, namely the spacesMes(TΣ)
of C-valued measurable functions on the Teichmüller space of Σ (cf. [ABO17 , Sections 7–10]).
A similar example will be developed in Part II . Most results of this section still hold true after
replacing “measurable” by “continuous”.

Definition 2.4.18. Geometric recursion initial data consist of a quadruple (�, �, �, �) where

• �, �, � are measurable functions on T% � R3
+,

• � is an assignment ) ↦→ �) ∈ Mes(T) ), for each ) torus with one boundary component,

satisfying the following axioms.

• �(!1, !2, !3) = �(!1, !3, !2) and � (!1, !2, !3) = � (!1, !3, !2).

• The assignment ) ↦→ �) is functorial, and in particular �) is a mapping class group
invariant function. We also denote by � the induced function onM1,1(!).

Definition 2.4.19. We recursively construct an assignment Σ ↦→ ΩΣ ∈ Mes(TΣ) as follows. We
let

Ω∅ = 1, Ω% (f) = �
( ®ℓf (m%)) , Ω) = �) , (2.4.31)

where ®ℓf (m%) is the ordered triple of hyperbolic lengths of the boundary components of %.
For disconnected surfaces we set

ΩΣ1t···tΣ: (f1, . . . , f:) =
:∏
8=1

ΩΣ8 (f8). (2.4.32)

For connected surfaces with Euler characteristic jΣ < −1, we define ΩΣ inductively on jΣ by
geometric recursion:

ΩΣ(f) =
=∑
<=2

∑
%∈BΣ,<

�
( ®ℓf (m%)) ΩΣ−% (f |Σ−%) +

1

2

∑
%∈CΣ

�
( ®ℓf (m%)) ΩΣ−% (f |Σ−%). (2.4.33)

Here BΣ,< and CΣ are the sets of homotopy classes of embedded pairs of pants bounding
m1Σ introduced in Equation (2.4.21 ) and appearing in Mirzakhani’s recursion. We choose as
representative of % the embedding as a pair of pants with geodesic boundaries, so that the
restriction of f to Σ − % makes it a hyperbolic surface with geodesic boundaries. Moreover, to
define the labelling of the boundary components of Σ − %, we say that the (labelled) boundary
components of % that appear in Σ − % are put first, followed by the (labelled) boundary
components of Σ that appear in Σ − %.

The sum (2.4.33 ) has countably many terms and therefore its convergence should be discussed.
Denote by T (n )

Σ
⊂ TΣ the n-thick part of the Teichmüller space, i.e. the set of f ∈ TΣ such that

ℓf (W) ≥ n for any simple closed curve W (including boundary components).
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Definition 2.4.20. We say that the initial data (�, �, �, �) are admissible if for any n > 0 there
exists C ≥ 0 such that, for all B ≥ 0, there exists "n ,B > 0 for which

sup
!1,!2,!3≥n

|�(!1, !2, !3) |(
(1 + !1) (1 + !2) (1 + !3)

) C ≤ "n ,0,

sup
!,!′,ℓ≥n

|�(!, ! ′, ℓ) | (1 + [ℓ − ! − ! ′]+)B(
(1 + !) (1 + ! ′)

) C ≤ "n ,B,

sup
!,ℓ,ℓ′≥n

|� (!, ℓ, ℓ′) | (1 + [ℓ + ℓ′ − !]+)B
(1 + !)C ≤ "n ,B,

sup
f∈T (n )

)

|�) (f) |(
1 + ℓf (m))

) C ≤ "n ,0.

(2.4.34)

Here [G]+ = max { G, 0 }.

At first sight, the above bounds might seem unreasonable, but they come from the proof’s
strategy of [ABO17 ] to estimate geometric recursion amplitudes. The basic idea is to split the
geometric recursion sum into contributions from “small pairs of pants”, which are in a finite
number, and big pairs of pants, which grow polynomially. The above bounds fit together with
the geometric estimates for the number of pairs of pants, and are proved to be sufficient for the
absolute convergence of ΩΣ(f). We will implement the same idea in Theorem 5.1.4 to prove
absolute convergence of geometric recursion amplitudes in the combinatorial setting.

Theorem 2.4.21 ([ABO17 , Corollary 8.3]). If (�, �, �, �) are admissible initial data, then for
any bordered surface Σ:

• the series (2.4.33 ) converges absolutely and uniformly on any compact of TΣ,

• Σ ↦→ ΩΣ ∈ Mes(TΣ) is a well-defined functorial assignment (in particular, ΩΣ is a pure
mapping class group invariant measurable function),

• there exists D ≥ 0, depending only on the topological type of Σ, such that for any n > 0 we
have

sup
f∈T (n )

Σ

|ΩΣ(f) | ≤  n
∏

1∈c0 (mΣ)

(
1 + ℓf (1)

) D (2.4.35)

for some constant  n depending only on n and the topological type of Σ.

The above theorem assures that admissible initial data produce pure mapping class group
invariant measurable functions that descends to the moduli spaceM�,= (!), denoted Ω�,=. Such
moduli space is naturally endowed with the Weil–Petersson measure `WP, and it is natural to
ask whether functions produced by geometric recursion are integrable. In fact, it is important to
note that `WP is compatible with cutting along simple closed curves, as expressed by Wolpert’s
formula. As a consequence of this fact, integration of functions obtained by geometric recursion
against `WP over the moduli space with fixed boundary lengths produces functions on R=

+ that
also satisfy a recursion on the Euler characteristic of the same nature. In order to guarantee
integrability we are going to introduce stronger assumptions on the initial data. We are also
going to denote by

〈 5 〉(!) =
∫
M�,= (!)

5 3`WP (2.4.36)

the average over the moduli space of any integrable function 5 on (M�,= (!), `WP).

51



I. Introduction

Definition 2.4.22. The initial data (�, �, �, �) are called strongly admissible if there exists [ ∈
[0, 2) and C ≥ 0 such that, for any B ≥ 0, there exists "B > 0 such that for any !1, !2, !3, ℓ, ℓ′ > 0

|�(!1, !2, !3) | ≤ "0
(
(1 + !1) (1 + !2) (1 + !3)

) C
,

|�(!, ! ′, ℓ) | ≤
"B

(
(1 + !) (1 + ! ′)

) C
ℓ[

(
1 + [ℓ − (! + ! ′)]+

) B ,
|� (!, ℓ, ℓ′) | ≤ "B (1 + !)C

(ℓℓ′)[
(
1 + [ℓ + ℓ′ − !]+

) B ,
(2.4.37)

and � is integrable onM1,1(!1) and satisfies��〈�〉(!)�� = ����∫
M1,1 (!)

� 3`WP

���� ≤ "0 (1 + !)C . (2.4.38)

Theorem 2.4.23 (TR from GR [ABO17 , Theorem 8.8]). Let (�, �, �, �) be strongly admissible
initial data and ΩΣ be the resulting functions. Then, Ω�,= is integrable against `WP onM�,= (!)
for any ! ∈ R=

+ , and the integrals satisfy the following recursion on 2� − 2 + = > 1

〈Ω�,=〉(!1, . . . , !=) =

=

=∑
<=2

∫
R+

�(!1, !<, ℓ) 〈Ω�,=−1〉(ℓ, !2 . . . , !̂<, . . . , !=) ℓ3ℓ

+ 1

2

∫
R2
+

� (!1, ℓ, ℓ′)
(
〈Ω�−1,=+2〉(ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈Ω�1,1+|�1 |〉(ℓ, !�1) 〈Ω�2,1+|�2 |〉(ℓ′, !�2)
)
ℓℓ′3ℓ3ℓ′

(2.4.39)

with the conventions 〈Ω0,1〉= 〈Ω0,2〉= 0, and the base cases

〈Ω0,3〉(!1, !2, !3) = �(!1, !2, !3) and 〈Ω1,1〉(!) = 〈�〉(!). (2.4.40)

In many applications, it is natural to induce the initial datum � from the function �. Geo-
metrically, it means that the one-holed torus amplitude can be inferred by self-gluing a pair of
pants.

Lemma 2.4.24. If we are only given (�, �, �) satisfying the conditions in Definition 2.4.20 , the
series

�) (f) =
∑
W∈S)

�
(
ℓf (m)), ℓf (W), ℓf (W)

)
(2.4.41)

converges absolutely on any compact of T) to aMod) -invariant function, and (�, �, �, �) are
admissible initial data. Furthermore, if (�, �, �) satisfy the conditions in Definition 2.4.22 , where
in the bound for � one assumes 0 ≤ [ < 1, then (�, �, �, �) are strongly admissible and

〈�〉(!) = 1

2

∫
R+

� (!, ℓ, ℓ)ℓ3ℓ. (2.4.42)
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In the last statement, the stronger condition [ < 1 for � (instead of [ < 2) guarantees that
ℓ ↦→ ℓ � (!, ℓ, ℓ) is integrable near 0.
We can now reformulate Mirzakhani’s identity by saying that the constant function 1 can be
obtained from geometric recursion.

Theorem 2.4.25 (Mirzakhani identity revisited). The following initial data

�" (!1, !2, !3), = 1

�" (!, ! ′, ℓ) = 1 − 1

!
log

(
cosh( !′2 ) + cosh(

!+ℓ
2 )

cosh( !′2 ) + cosh(
!−ℓ
2 )

)
,

�" (!, ℓ, ℓ′) = 2

!
log

(
4
!
2 + 4 ℓ+ℓ

′
2

4−
!
2 + 4 ℓ+ℓ

′
2

)
,

(2.4.43)

are strongly admissible, and lead by geometric recursion to ΩΣ(f) = 1 for any Σ and f ∈ TΣ. In
other words, for any bordered surface Σ with jΣ < −1 and any f ∈ TΣ, we have

1 =

=∑
<=2

∑
%∈BΣ,<

�" ( ®ℓf (m%)) +
1

2

∑
%∈CΣ

�" ( ®ℓf (m%)). (2.4.44)

Moreover, for a torus ) with one boundary component and any f ∈ T) , we have

1 =
∑
W∈S)

�"
(
ℓf (m)), ℓf (W), ℓf (W)

)
. (2.4.45)

A generalised Mirzakhani identity was obtained by Andersen–Borot–Orantin, which allows
the computation of statistics of lengths of primitive multicurves via geometric recursion.

Theorem 2.4.26 (Hyperbolic length statistics of multicurves [ABO17 , Theorem 10.1]). Let
(�, �, �, �) be admissible initial data and denote by ΩΣ the associated geometric recursion
amplitudes. Let 5 : R+ → C be a measurable function such that for any n > 0 and B ≥ 0, there
exists "B, n such that

sup
ℓ≥n
| 5 (ℓ) | ℓB ≤ "B, n . (2.4.46)

Then, the following initial data twisted by 5 are admissible:

�[ 5 ] (!1, !2, !3) = �(!1, !2, !3),
�[ 5 ] (!, ! ′, ℓ) = �(!, ! ′, ℓ) + �(!, ! ′, ℓ) 5 (ℓ),
� [ 5 ] (!, ℓ, ℓ′) = � (!, ℓ, ℓ′) + �(!, ℓ, ℓ′) 5 (ℓ) + �(!, ℓ′, ℓ) 5 (ℓ′) + �(!, ℓ, ℓ′) 5 (ℓ) 5 (ℓ′),
�) [ 5 ] (f) = �) (f) +

∑
W∈S)

�
(
ℓf (m)), ℓf (W), ℓf (W)

)
5 (ℓf (W)).

(2.4.47)
Denote by ΩΣ [ 5 ] the corresponding geometric recursion amplitudes. If for all Σ, ΩΣ is invariant
under all braidings of boundary components of Σ, then ΩΣ [ 5 ] is given by the length statistics of
primitive multicurvesM′

Σ
weighted by 5 :

ΩΣ [ 5 ] (f) =
∑
2∈M′

Σ

ΩΣ2 (f |Σ2 )
∏

W∈c0 (2)
5 (ℓf (W)). (2.4.48)

Here Σ2 is the bordered surface obtained by cutting Σ along 2 (the choice of the first boundary
component is irrelevant due to the assumed invariance).
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m1Σ
m2Σ

1 21 0

Figure 2.9: A primitive multicurve and the associated stable graph.

Remark 2.4.27. A useful version of the above result can be stated for length statistics of
multicurves (not only primitive ones). Consider � : R+ → D = { I ∈ C | |I | < 1 } a measurable
function with values in the unit disk, such that

5 (G) =
∑
:≥1

� (G): = � (G)
1 − � (G) (2.4.49)

satisfies the conditions of Theorem 2.4.26 . Then the geometric recursion amplitudes ΩΣ [ 5 ]
associated to the initial data (2.4.47 ) are given by the length statistics of multicurvesMΣ weighted
by �:

ΩΣ [ 5 ] (f) =
∑
2∈MΣ

ΩΣ2 (f |Σ2 )
∏

W∈c0 (2)
� (ℓf (W)). (2.4.50)

We can now integrate the amplitudes ΩΣ [ 5 ] over the moduli space with respect to `WP, and the
result can be calculated in two ways: by the topological recursion, and by direct integration.
To express the latter, we notice that the quotient of the set of primitive multicurve by the pure
mapping class group is in natural bijection with the set of stable graphs (cf. Definition 2.1.7 ):

G�,= = M′
Σ/ModmΣ, (2.4.51)

where Σ is a bordered surface of type (�, =). More precisely, a stable graph Γ encodes the class
of a primitive multicurve 2 in the following way: vertices { ∈ +Γ correspond to connected
components of Σ2 and the genera of the components is recorded in a function � : +Γ → Z≥0
which is part of the data of Γ; edges 4 ∈ �Γ correspond to the components of 2; leaves _ ∈ ΛΓ

correspond to boundary components of the surface. See Figure 2.9 for an example. Finally, the
automorphism group of Γ is identified with that of the multicurve 2.

Corollary 2.4.28. Assume that (�, �, �, �) are strongly admissible initial data and 5 is a
measurable function for which there exists [ ∈ [0, 2) such that supℓ>0 | 5 (ℓ) | ℓ[ < +∞. Then
(�[ 5 ], �[ 5 ], � [ 5 ], � [ 5 ]) are strongly admissible and 〈Ω�,= [ 5 ]〉 satisfy the topological recursion
(2.4.39 ) with these initial data. Besides, we they are given by the following sum over stable
graphs:

〈Ω�,= [ 5 ]〉(!1, . . . , !=) =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ
〈Ω�({) ,=({)〉

(
(ℓ4)4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

5 (ℓ4) ℓ43ℓ4 . (2.4.52)

In Part III we will exploit the above results to compute the multicurve counting function, as
well as its asymptotics, studied by Mirzakhani in [Mir08b ].
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Relation to quantum Airy structure and Eynard–Orantin formalism

Let q : R+ → R and k : R+ ×R+ → R be measurable functions. The operators

�̂[q] (!, ! ′) =
∫
R+

�(!, ! ′, ℓ) q(ℓ) ℓ 3ℓ, �̂ [k] (!) =
∫
R2
+

� (!, ℓ, ℓ′) k(ℓ, ℓ′) ℓℓ′ 3ℓ3ℓ′

(2.4.53)
play an essential role in the topological recursion of Theorem 2.4.23 obtained from the integra-
tion of geometric recursion amplitudes. It turns out that for most of the natural initial data,
the associated operators �̂ and �̂ preserve, respectively, the space of polynomials in one and
two variables that are even (we call them even polynomials). Since in most examples the base
cases (�, =) = (0, 3) and (1, 1) are even polynomials in the length variables, it implies that all
topological recursion amplitudes are even polynomials.

Definition 2.4.29. We say that initial data (�, �, �, �) are polynomial if (�,�) are such that
the operators �̂ and �̂ preserve the spaces of even polynomials and � and 〈�〉 are themselves
even polynomials.

For polynomial initial data, it is sometimes more efficient for computations to decompose
〈Ω�,=〉 on a basis of monomials and write the action of �̂ and �̂ on these monomials. For
instance, let e: (!) = !2:

(2:+1)! and decompose the initial data �, 〈�〉 and operators �̂, �̂ as

�(!1, !2, !3) =
∑

8, 9 ,:≥0
�8, 9 ,:4

8 (!1)4 9 (!2)4: (!3),

�̂[e:] (!, ! ′) =
∑
8, 9≥0

�:8, 9 e
8 (!)e 9 (! ′),

�̂ [e8 ⊗ e 9] (!) =
∑
8≥0

�
8, 9

:
e: (!),

〈�〉(!) =
∑
:≥0

�:4
: (!).

(2.4.54)

Them, writing the topological recursion formula for 〈Ω�,=〉 gives the Kontsevich–Soibelman
recursion for its expansion coefficients.

Proposition 2.4.30. The tensors (�, �, �, �) defined by Equation (2.4.54 ) form a quantum
Airy structure on the free vector space spanned by � = N. Moreover, the expansion coefficients of
the topological recursion amplitudes 〈Ω�,=〉 in the basis (e:):≥0 are the quantum Airy structure
correlators associated to (�, �, �, �):

〈Ω�,=〉(!1, . . . , !=) =
∑

:1,...,:=≥0
��;:1,...,:=

=∏
8=1

e:8 (!8), (2.4.55)

We can also give a correspondence between the twisting operations geometric recursion initial
data (Theorem 2.4.26 and Corollary 2.4.28 ) and quantum Airy strictures (Proposition 2.3.23 ).
Indeed, the twisting of geometric recursion initial data preserves polynomiality, as the decaying
condition supℓ>0 | 5 (ℓ) | ℓ[ < +∞ guarantees that all moments of the test function 5 exist. Setting

D0,1 =

∫
R+

ℓ20+21+1

(20 + 1)!(21 + 1)! 5 (ℓ) 3ℓ, (2.4.56)
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we obtain that the quantum Airy structure corresponding to the twisted geometric recursion
initial data (�[ 5 ], �[ 5 ], � [ 5 ], � [ 5 ]) coincide with the quantum Airy structure (�, �, �, �)
twisted by (D0,1).
Schematically, the relation between geometric and topological recursion and quantum Airy
structures can be pictured as follows.

polynomial
GR initial data
(�, �, �, �)

GR amplitudes
ΩΣ(f)

TR amplitudes
〈Ω�,=〉(!1, . . . , !=)

QAS initial data
(�, �, �, �)

QAS correlators
��;U1,...,U=

GR
∫
M�,= (!)

KS-TR

expansions
(2.4.54 )

expansion
(2.4.55 )

twist by 5

twist by D
(2.4.56 )

Remark 2.4.31. Sometimes it is useful to expand the polynomials 〈Ω�,=〉 on a different basis.
For instance, expanding the Weil–Petersson polynomials in the basis e3 (!) = !2:

(2:+1)! we obtain
the coefficients

��;:1,...,:= =

∫
M�,=

42c
2^1

=∏
8=1

(2:8 + 1)!!k:88 , (2.4.57)

while expanding in the basis ê: (!) = !2:

(2:)!! gives

�̂�;:1,...,:= =

∫
M�,=

42c
2^1

=∏
8=1

k
:8
8
. (2.4.58)

2.5 — Fermion formalism and integrable hierarchies

In this section we introduce the fermionic formalism, also known as semi-infinite wedge
formalism, as well as its connection with integrable hierarchies of Kadomtsev–Petviashvili (KP)
type. We refer the reader to [MJD00 ] for a complete exposition. Nowadays, it is a standard tool
in Hurwitz theory (see for instance [OP06 ]) and it can be generalised in different directions,
as we will see in Part IV . The notation here is taken from [MJD00 ], and the reader should be
aware that different sources in the literature have different sign conventions.

2.5.1 — Fermions and their Fock representation

Definition 2.5.1. Let (+, (·, ·)) be a (possibly infinite-dimensional) inner-product space. The
Clifford algebra Cl(+, (·, ·)) is the free algebra on + (including the empty word, which is the
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unit of the free algebra) modulo the relations

{{, |} = 2({, |) for all {, | ∈ +. (2.5.1)

There is a canonical embedding + ↩→ Cl(+, (·, ·)), and we identify + with its image.

Example 2.5.2. For +3 a 3-dimensional C-vector space with basis (b1, . . . b3) and Euclidean
inner product (b8 , b 9) = X8, 9 , the associated Clifford algebra is denoted by Cl3 = Cl(+3 , (·, ·)).

Definition 2.5.3. Let V be the infinite-dimensional complex vector space with basis kB and
k
†
B , for B ∈ Z′ = Z + 1

2 half-integers. Consider the bilinear form

(kA , k†B ) =
XA+B
2
, (kA , kB) = (k†A , k†B ) = 0, (2.5.2)

and define the space of (charged) fermions asA = Cl(V, (·, ·)). It has canonical anticommutation
relations (CAR) given by

{kA , k†B } = XA+B, {kA , kB} = {k†A , k†B } = 0. (2.5.3)

We define the charge � and energy � of a fermion through the following table

Fermions kB k
†
B

Charge (�) 1 −1
Energy (�) −B −B

and extend it to monomials in kB and k†B as the sum of the charges and energies of their factors.

Definition 2.5.4. Consider the subspaceL ofV generated by kB and k†−B for B < 0 (the positive
energy fermions), which is maximal isotropic for (V, (·, ·)). Define the (fermionic) Fock space as
the unique highest-weight left module of A:

F = A/(A ·L) (2.5.4)

We write |0〉 for the class of 1, also called the vacuum.
With the dual construction, i.e. considering the unique highest-weight right module, we define
the dual Fock space F∗ and the covacuum 〈0|. In particular, we have a pairing F∗ × F → C

denoted by
〈l|[〉 =

(
〈l| , |[〉

)
. (2.5.5)

Moreover, for any $ ∈ A we can define its vacuum expectation value 〈$〉 as 〈0|$ |0〉. Since the
(right) action of A on the dual Fock space is the adjoint of the (left) action on the Fock space,
there is no ambiguity in the notation.

The vacuum expectation value of a quadratic expression in the fermions is given by

〈kAkB〉 = 〈k†Ak†B〉 = 0, 〈kAk†B〉 = XA+BXA>0. (2.5.6)

Remark 2.5.5. A basis for F is given by the vectors

kA1 · · ·kA<k†B1 · · ·k
†
B=
|0〉 (2.5.7)

for A1 < · · · < A< < 0 and B1 < · · · < B= < 0. In other words, negatively charged fermions with
decreasing positive energy acting on the vacuum, followed by positively charged fermions with
decreasing positive energy.
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· · ·

Figure 2.10: The Maya diagram corresponding to |t〉 = |−5
2 ,−

3
2 ,

1
2 ,

5
2 ,

7
2 ,

9
2 , . . .〉.

Definition 2.5.6. Define the charge and energy on the Fock space by setting

� ( |0〉) = 0,

� (� |0〉) = � (�),
� ( |0〉) = 0,

� (� |0〉) = � (�),
(2.5.8)

for any � |0〉 ≠ 0 in the form of Equation (2.5.7 ). Define F3
ℓ
to be the subspace spanned by

vectors of charge ℓ and energy 3:

F3ℓ = span

{
kA1 · · ·kA<k†B1 · · ·k

†
B=
|0〉

���� A1 < · · · < A< < 0 and B1 < · · · < B= < 0,
< − = = ℓ,

∑
8 A8 +

∑
9 B 9 = 3

}
, (2.5.9)

and define the charge ℓ subspace as Fℓ =
⊕

3∈Z F3
ℓ
.

The Fock space can alternatively realised as the space spanned by Maya diagrams, or as the
space spanned by semi-infinite wedges.

Maya diagrams and semi-infinite wedges

Consider aMaya diagram, that is a diagram made up of white and black stones, lined up along
the real line and with positions indexed by half-integers B ∈ Z′. We require that far away on the
right (i.e. B � 0) all the stones are black, and far away on the left (i.e. B � 0) all the stones are
white (see Figure 2.10 ). A Maya diagram is determined by a sequence of half-integers t = (C8)8>0
in increasing order C1 < C2 < · · · , corresponding to the position of the black stones. In particular,
we have C8+1 = C8 + 1 for 8 � 0. For any sequence satisfying such property, we denote by |t〉 the
associated Maya diagram.

Definition 2.5.7. Define the space of Maya diagrams as the vector space spanned by Maya
diagrams. We have a left action of the space of fermions, defined by

kB |t〉 =
{
(−1)8−1 |. . . , C8−1, C8+1, . . .〉 if C8 = −B for some 8 > 0,

0 otherwise,
(2.5.10)

k†B |t〉 =
{
(−1)8 |. . . , C8 , B, C8+1, . . .〉 if C8 < B < C8 + 1 for some 8 > 0,

0 otherwise.
(2.5.11)

We can then interpret kB as creating a white stone at −B (or equivalently, annihilating a black
stone there), while k†B creates a black stone at B.

With this picture, it is clear that the space of Maya diagrams corresponds to the Fock space of
Definition 2.5.4 . Moreover, the vacuum state corresponds to the Maya diagram | 12 ,

3
2 ,

5
2 , . . .〉,

that is the Maya diagrams with only black stones on the right (B > 0) and white stones on the
left (B < 0).
Remark 2.5.8. The above description can also be interpreted in terms of elementary particle
physics, thinking of black stones as (charged) fermionic particles and white stones as their
antiparticles. Thus, the vacuum corresponds to the Dirac sea and kB, k†B are fermionic creation
operators for B < 0 and annihilation operators for B > 0. Moreover, the charge of a Maya
diagram is equal to the number of particles minus the number of antiparticles.
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With this notation, we can define a basis of the charge zero Fock space: for any partition
` = (`1, . . . , `=) ` 3, define the vector

|`〉 =
��`1 + 1

2 , `2 +
3
2 , . . .

〉
, (2.5.12)

and we have the decomposition F0 =
⊕

3∈N
⊕

``3 C |`〉. Notice that the vacuum corresponds
to the empty partition.
It will also be useful to define a distinguished vector for non-zero charges: the charge ℓ vacuum
|ℓ〉 is defined as

|ℓ〉 =
��1
2 − ℓ,

3
2 − ℓ, . . .

〉
∈ Fℓ . (2.5.13)

A second representation of the Fock space is through semi-infinite wedges.

Definition 2.5.9. Let + be the vector space spanned by the elements (4B)B∈Z′. Define the
semi-infinite wedge space as the vector space spanned by semi-infinite wedges on + , that is
wedge products of the form

4C1 ∧ 4C2 ∧ · · · , (2.5.14)

for any increasing sequence t = (C8)8>0 of half-integers satisfying C8+1 = C8 + 1 for 8 � 0. We have
a left action of the space of fermions, defined through exterior and interior products:

kB = 4−B∧, k†B = 4
∗
By. (2.5.15)

Here 4∗B is the vector dual to 4B.

With this picture, it is clear that the space of semi-infinite wedges corresponds to the Fock
space of Definition 2.5.4 . Moreover, the vacuum state corresponds to the semi-infinite wedge
41/2 ∧ 43/2 ∧ 45/2 ∧ · · · .

Sato Grassmannian and Plücker relations

Definition 2.5.10. Define the bi-infinite general linear algebra gl(∞) as the vector space of
band matrices (0A ,B)A ,B∈Z′, that is, 0A ,B is non-zero only for finitely many possible values of
A − B, together with the commutator bracket.

Most of the computation in gl(∞) can be expressed in terms of the standard “basis” given by
the elements { �A ,B | A, B ∈ Z′ } such that (�A ,B)D,{ = XA ,DXB,{ and their commutation relation is
given by

[�A ,B, �D,{] = XB,D�A ,{ − XA ,{�D,B . (2.5.16)

More precisely, every element of gl(∞) can be expressed as
∑
A ,B 0A ,B�A ,B with 0A ,B non-zero

only for finitely many possible values of A − B.

Proposition 2.5.11. There is a representation of the central extension ĝl(∞) = gl(∞) ⊕ C to
the space of fermions A, defined on the central factor by 1 ↦→ 1 and on gl(∞) by

�A ,B ↦−→ �̂A ,B = :k−Ak
†
B : , (2.5.17)

where :kDk
†
{ := kDk

†
{ − 〈kDk†{〉 is the normal ordered product. Moreover, the commutation

relation between basis elements given by

[�̂A ,B, �̂D,{] = XB,D �̂A ,{ − XA ,{ �̂D,B + XB,DXA ,{ (XB>0 − X{>0). (2.5.18)
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Example 2.5.12. Examples of elements in ĝl(∞) are given as follows.

• For any < ∈ Z+, we have the diagonal operators

F< =
∑
B∈Z′

B<�̂B,B . (2.5.19)

Notice that F0 acts as multiplication by the charge, and thus we call it the charge operator.
Likewise, F1 acts as multiplication by the energy, and thus we call it the energy operator.
For < > 1, the operators F< are also called (fermionic) completed cut-and-join operators8.

• For any = ∈ Z, we have the elements

�= =
∑
B∈Z′

�̂B−=,B, (2.5.20)

also called currents. They form a Lie subalgebra of ĝl(∞), called theHeisenberg algebra,
and they satisfy the canonical commutation relation (CCR):

[�<, �=] = <X<+=. (2.5.21)

We also define the generating series � (t) = ∑
=>0 C=�=, that will play an important role

in the boson-fermion correspondence of Section 2.5.1 . In the literature, they are also
denoted with the symbols U= or �=, and called “bosons” or “Hamiltonians”.

• A better way to pack both completed cut-and-join and current operators is through the
Okounkov–Pandharipande operators [OP06 , Section 2]: for any = ∈ Z, set

E= (I) =
∑
B∈Z′

4I (B−
=
2 ) �̂B−=,B +

X=

e (I) , e (I) = 2 sinh
(
I
2

)
. (2.5.22)

They satisfy the commutation relations[
E<(I), E= (|)

]
= e (det[ < I

= | ]) E<+= (I + |). (2.5.23)

Notice that E= (0) = �= for = ≠ 0. In particular, taking the limit I, |→ 0, we recover the
CCRs of Equation (2.5.21 ). Moreover, E0(I) is the generating series of the completed
cut-and-join operators, “corrected” in degree zero:

E0(I) =
∑
<≥0

F<
<!
I< + 1

e (I) . (2.5.24)

We can upgrade the action of the Lie algebra ĝl(∞) to that of a group by setting

ĜL(∞) =
{
4-1 · · · 4-#

��� # ∈ N, -8 ∈ ĝl(∞) } . (2.5.25)

The action of an element of this group is defined by expanding the exponentials, which is
well-defined since only finitely many monomials in the -8’s have a non-vanishing action.

8In the literature, there is a different normalisation which defines F< as 1
<!

∑
B∈Z′ B

<�̂B,B .
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Definition 2.5.13. Define the (big cell of the) Sato Grassmannian as the ĜL(∞)-orbit of the
vacuum vector |0〉 in the projectivisation of the Fock space:

ĜL(∞) · |0〉 ⊆ PF0. (2.5.26)

Remark 2.5.14. In the semi-infinite wedge formalism of Definition 2.5.9 , we can alternatively
realise the Sato Grassmannian as follows. Let + be the vector space spanned by the elements
(4B)B∈Z′ , and ++ the subspace spanned by (4B)B>0. Then, we have that the Sato Grassmannian is
given by

Gr(+) =
{
, ⊆ +

�� c, : , → ++ is an isomorphism
}
, (2.5.27)

where c, is the projection of, to ++. Recall that the Fock space is the semi-infinite wedge
product on + . We then have the Plücker embedding

Gr(+) ↩→ PF0, (2.5.28)

defined as, ↦→ c−1
,
(41/2) ∧ c−1, (43/2) ∧ · · · .

As in the final-dimensional case, elements of the Grassmannian can be characterised by quadratic
relations, which can be compactly written in terms of fermions’ generating series

k(I) =
∑
B∈Z′

kBI
−B− 1

2 , k†(I) =
∑
B∈Z′

k†B I
−B− 1

2 , (2.5.29)

Theorem 2.5.15 (Plücker relations). An element |l〉 ∈ PF0 belongs to the Sato Grassmannian
if and only if it satisfies the following quadratic relations, also called the Plücker relations:

Res
I=∞

k(I) |l〉 ⊗ k†(I) |l〉 3I = 0. (2.5.30)

The remaining part of this section is devoted to the description of the Sato Grassmannian in
terms of bosons. To this end, we first review some basics facts about symmetric functions and
refer to [McD98 ] for further readings.

Symmetric functions

Definition 2.5.16. Let Λ be the algebra of symmetric functions (or bosonic Fock space):

Λ = lim←−−
=

C[G1, . . . , G=]S= , (2.5.31)

where S= acts by permuting the variables and the inverse limit is taken with respect to the
restriction maps %(G1, . . . , G=, G=+1) ↦→ %(G1, . . . , G=, 0).
There are three important bases onΛ, thatwe now recall. Consider the elements ofC[G1, . . . , G=]S= ,
called elementary symmetric polynomials 4: , complete homogeneous symmetric polynomials
ℎ: , and power-sum symmetric polynomials ?: :

4: (G1, . . . , G=) =
∑

1≤81< · · ·<8: ≤=
G81 · · · G8: , (2.5.32)

ℎ: (G1, . . . , G=) =
∑

1≤81≤···≤8: ≤=
G81 · · · G8: , (2.5.33)

?: (G1, . . . , G=) =
=∑
8=1

G:8 . (2.5.34)

Their images in Λ are called elementary, complete homogeneous, and power-sum symmetric
functions respectively.
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Lemma 2.5.17. The algebra of symmetric polynomials is a free algebra on the elementary,
complete homogeneous, and power-sum symmetric functions:

Λ = C[41, 42, . . . ] = C[ℎ1, ℎ2, . . . ] = C[?1, ?2, . . . ] . (2.5.35)

Moreover, the change of basis is given by the following Newton’s identities:∑
:≥0

4:D
: = exp

(
−

∑
<≥1

(−1)<?<
<

D<

)
,

∑
:≥0

ℎ:D
: = exp

(∑
<≥1

?<

<
D<

)
. (2.5.36)

Another important basis is the one consisting of Schur functions.

Definition 2.5.18. Let_ be a partition of length ≤ =, and set 0_(G1, . . . , G=) = det(G_ 9+=− 9
8

)1≤8, 9≤=.
Define the Schur symmetric polynomials as

B_(G1, . . . , G=) =
0_(G1, . . . , G=)
0∅(G1, . . . , G=)

. (2.5.37)

Their images in Λ are called the Schur symmetric functions.

The following lemma expresses the duality between Schur and power-sum symmetric functions.
For a partition `, define ?` =

∏ℓ (`)
8=1 ?`8 .

Lemma 2.5.19. The change of basis from Schur functions to power-sum symmetric functions is
given by the irreducible characters of the symmetric group:

B_ =
∑
`` |_ |

j_(`)
z`

?`, ?` =
∑
_` |` |

j_(`)B_. (2.5.38)

Here z` =
∏ℓ (`)
8=1 `8

∏
<>0 |{8 | `8 = <}|! is the order of the centraliser of an element of cycle type

` in the symmetric group.

Boson-fermion correspondence

We can now relate the fermionic and bosonic Fock spaces as follows.

Theorem 2.5.20 (Boson-fermion correspondence, see for instance [MJD00 , Theorem 5.1]). Let
C= =

?=
=
. The map

f : F −→ Λ[Z, Z−1], |l〉 ↦−→
∑
ℓ∈Z
〈ℓ |4� (t) |l〉 Zℓ (2.5.39)

is an isomorphism, called the boson-fermion correspondence. Moreover, the action of the currents
is given by

f
(
�= |l〉

)
=

{
mC=f

(
|l〉

)
if = > 0,

−=C−=f
(
|l〉

)
if = < 0,

(2.5.40)

and that of the fermions by

f
(
k(I) |l〉

)
= exp

(∑
:>0

I: C:

)
exp

(
−

∑
:>0

I−:

:
mC:

)
Z exp

(
IZmZ

)
f

(
|l〉

)
, (2.5.41)

f
(
k†(I) |l〉

)
= exp

(
−

∑
:>0

I: C:

)
exp

(∑
:>0

I−:

:
mC:

)
Z−1 exp

(
−IZmZ

)
f

(
|l〉

)
. (2.5.42)
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Via the boson-fermion correspondence, one can compute the action of the completed cut-and-
join operators and that of currents on the (charge-zero sector of the) fermionic Fock space as
follows:

Proposition 2.5.21.

• For any partition _, the action of the completed cut-and-join operator F< is given by

F< |_〉 = p<(_) |_〉 , (2.5.43)

where p< are the shifted power-sum symmetric functions9

p<(_) =
∑
8>0

[ (
_8 − 8 + 1

2

)< − (
−8 + 1

2

)<]
. (2.5.44)

• For a partition `, set �±` = �±`1 · · · �±`= . Then

�−` |0〉 =
∑
_` |` |

j_(`) |_〉 , �` |_〉 = j` (_) |0〉 . (2.5.45)

2.5.2 — Integrable hierarchies

Consider a classical mechanical system with # degrees of freedom, described by a Hamiltonian
function �:

¤@8 =
m�

m?8
, ¤?8 = −

m�

m@8
, 8 = 1, . . . , #. (2.5.46)

We say that the mechanical system is completely integrable if it has # independent first inte-
grals �1(@, ?), . . . , �# (@, ?). In this case, the general solution can then be obtained by solving
�8 (@, ?) = �8 for some arbitrary constants �1, . . . , �# . The complete integrability of a mechan-
ical system reflects the presence of a high degree of symmetry, or equivalently the presence of
the action of a huge transformation group.
Following this guiding principle, the Kyoto school gave a complete description of the KP
hierarchy (an infinite-dimensional integrable system) in terms of the infinite-dimensional Lie
group ĜL(∞). In this exposition we will skip the (pseudo-)differential operators approach,
and directly connect integrability to the Fock spaces. A complete exposition can be found in
[MJD00 ].

Definition 2.5.22. A tau function of the KP hierarchy is an element g ∈ Λ in the image via the
boson-fermion correspondence Φ of an element of the big cell of the Sato Grassmannian. It is a
tau function of the KdV hierarchy if moreover g does not depend on even times.

As such, a tau function is defined up to a multiplicative constant. Notice that, from the above
discussion, a tau function of the KP hierarchy can always be expressed as

g(t) =
〈
4� (t)�

〉
(2.5.47)

for some � ∈ ĜL(∞). The Plücker relations translate into the Hirota bilinear relations satisfied
by tau functions.

9The standard definition [OP06 ] involves certain additive constants that we have dropped to simplify the
expression, since these constants play no role in this dissertation. Notice also that, as customary, we denote shifted
power-sums in bold to differentiate them from the non-shifted version.
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Theorem 2.5.23 (Hirota bilinear relations). An element g ∈ Λ is a tau function of the KP
hierarchy if and only if the following relations, known as Hirota bilinear relations, hold:

Res
I=∞

exp

(
2
∑
:>0

I:D:

)
exp

(
−2

∑
:>0

I−:

:
mD:

)
g(t + u) g(t − u) 3I = 0. (2.5.48)

By expanding the above relation order by order in Taylor expansion when u = (D1, D2, . . . ) → 0,
we obtain a collection of non-linear PDEs satisfied by g. For instance, collecting the coefficient
of D:1 we get the first few PDEs of the hierarchy:

: = 1 − �C2 [g, g] = 0,

: = 2 1
6 (�

3
C1
− 4�C3) [g, g] = 0,

: = 3 1
18 (�

4
C1
+ 3�2

C2
− 4�C1�C3 + 3�2

C1
�C2 − 6�C4) [g, g] = 0,

(2.5.49)

expressed in term of theHirota derivative:

5 (t + u)�(t − u) =
∑

U multi-index

�U [ 5 , �] (t)u
U

U!
. (2.5.50)

Since odd polynomials of �C8 applied to [g, g] vanish, the first two equations are trivially
satisfied, and the first non-trivial equation is the KP equation:

(�4
C1
+ 3�2

C2
− 4�C1�C3) [g, g] = 0. (2.5.51)

More generally, the coefficients of monomials in u generate a sequence of non-linear PDEs,
called the KP hierarchy, which are are all compatible by construction.
To conclude this section, let us briefly describe a larger hierarchy, called the 23 Toda lattice
hierarchy, introduced by Ueno–Takasaki [UT84 ] (see also [Tak91 ]). It depends on two infinite
sets of times t+ = (C1, C2, . . . ) and t− = (C−1, C−2, . . . ) and an extra discrete parameter ℓ. Here we
take the fermionic formalism perspective to tau functions of 23 Toda lattice hierarchy.

Definition 2.5.24. Consider the decomposition of gl(∞) into strictly upper triangular, diagonal
and strictly lower triangular matrices:

gl(∞) = n+ ⊕ h ⊕ n−. (2.5.52)

We can exponentiate the action of the Lie subalgebras on the Fock space to the action of the
associated Lie groups.

Definition 2.5.25. A tau function of the 23 Toda lattice hierarchy is an element gℓ ∈ C[t+, t−]
of the form

gℓ (t+, t−) =
〈
ℓ

��� 4�+ (t+)�+4Δ�−4−�− (t−) ��� ℓ〉 , (2.5.53)

for some ℓ ∈ Z and some (�+, 4Δ, �−) ∈ n+ × ĥ × n−. Here we considered �±(t±) =
∑
±:>0 C:�: .

As for the KP hierarchy, 23 Toda tau functions satisfy a bilinear identity equivalent to an infinite
set of compatible non-linear PDEs. See [Tak91 ] for further readings. In particular, notice that
evaluating the second set of times in a 23 Toda tau function to specific values, finitely many
non-zero, and setting ℓ = 0, recovers a KP tau function.
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2.6 — Hurwitz theory

Hurwitz theory, originated from the work of Hurwitz [Hur91 ], is the enumerative study of
branched covers of compact Riemann surfaces with specified ramifications. Ramified covers
naturally give rise to monodromy representations, i.e. homomorphisms from the fundamental
group of the punctured target surface to a symmetric group. The count of all such representations
can be identified with a coefficient of a specific product of elements in the class algebra of the
symmetric group, leading to closed formulae for Hurwitz numbers in terms of characters of
the symmetric group.
To summarise, Hurwitz numbers admit two different representations: a geometric count of
topological covers and an algebraic count of group homomorphisms. In this dissertation, we
will only focus on ramified covers ofP1, presenting the two different representations ofHurwitz
numbers. We refer to [CM16 ] for a modern account of the theory.

Definition 2.6.1. Let ?1, . . . , ?: be distinct points on P1, and `1, . . . , `: ` 3 partitions of
3 > 0. AHurwitz cover of degree 3 and ramification data `1, . . . , `: is a degree 3 holomorphic
map 5 : � → P1, where � is a connected compact Riemann surface, with ramification profile
`8 over ?8 , and unramified everywhere else.
An isomorphism of Hurwitz covers from 5 : � → P1 to 5 ′ : � ′ → P1 is an isomorphism
i : � → � ′ such that 5 ′ ◦ i = 5 . Denote byAut( 5 ) the group of automorphisms of 5 : � → P1.

We remark that, for a given Hurwitz cover, its genus is determined by the ramification data via
the Riemann–Hurwitz formula:

2 − 2� = 23 −
:∑
8=1

(
3 − ℓ(`:)

)
. (2.6.1)

As the number of isomorphism classes of Hurwitz covers with specified ramification data is
finite, it is natural to count them, weighted by automorphism.

Definition 2.6.2. Let `1, . . . , `: ` 3. Define theHurwitz number as

�3 (`1, . . . , `:) =
∑
[ 5 ]

1

|Aut( 5 ) | , (2.6.2)

where the sum runs over all isomorphism classes of Hurwitz covers 5 : � → P1 of degree 3,
and ramification data `1, . . . , `: .

Sometimes it is useful to allow the source curve of the maps we count to be disconnected. We
call the corresponding count a disconnected Hurwitz number and denote it by �•

3
(`1, . . . , `:).

See Equation (2.6.19 ) for the connection between connected and disconnected counts.
A Hurwitz cover 5 : � → P1 is determined, up to isomorphism, by its monodromy representa-
tion q : c1(P1 \ { ?1, . . . , ?: } , ?0) → S3 . Here S3 denotes the symmetric group of degree 3.
This motivates the following

Definition 2.6.3. Let `1, . . . , `: ` 3. We say that (f1, . . . , f:) is a factorisation of type
(`1, . . . , `:) if

• f8 ∈ S3 , and f: · f:−1 · · ·f1 = id,
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• the cycle type of f8 is given by `8 .

A factorisation is called transitive if

• the group generated by f1, . . . , f: acts transitively on { 1, . . . , 3 }.

Denote the set of transitive factorisations of type (`1, . . . , `:) by �3 (`1, . . . , `:), and the set of
factorisations of type (`1, . . . , `:) by �•

3
(`1, . . . , `:).

The relation between Hurwitz numbers and monodromy representations states the following
equivalence (see [CM16 , Chapter 7] for further readings).

Proposition 2.6.4. The counts of Hurwitz covers and factorisations are equivalent:

�3 (`1, . . . , `:) =
1

3!
|�3 (`1, . . . , `:) |. (2.6.3)

The same holds for the disconnected count: �•
3
(`1, . . . , `:) = 1

3! |�
•
3
(`1, . . . , `:) |.

The count of permutations in the symmetric group can be recast into a counting problem in
the symmetric group algebra, allowing for the use of representation-theoretic tools in Hurwitz
theory. Indeed, consider the symmetric group algebraC[S3], and for any partition ` ` 3, define
the elements

�` =
∑
f∈O`

f, (2.6.4)

where O` is the conjugacy class in S3 of a permutation of cycle type `. They are called the
conjugacy class elements of type `. It follows from the above proposition that disconnected
Hurwitz numbers correspond to the coefficient of the identity in a particular product of
conjugacy class elements:

�•3 (`
1, . . . , `:) = 1

3!
[id]�`1 · · ·�`: . (2.6.5)

Here [f] selects the coefficient of f in the expression that follows.

The above expression can be further simplified using classical results regarding the centre of
the symmetric group algebra Z3 = /C[S3], also called the class algebra. Indeed, Z3 is a
semisimple algebra with basis given by conjugacy class elements (�`)``3 , and the change of
basis to that of semisimple elements

4_ · 4_′ = X_,_′ 4_ (2.6.6)

is given in terms of characters of the symmetric group:

4_ =
dim(_)
3!

∑̀̀
3

j_(`)�`, �` = |O` |
∑
_`3

j_(`)
dim(_) 4_. (2.6.7)

Here dim(_) = j_((13)) is the dimension of the irreducible representation of S3 labelled by
_. Implementing the change of basis in the expression for Hurwitz numbers, we obtain the
following result, known as Burnside character formula.
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Theorem 2.6.5 (Burnside character formula). Hurwitz numbers are given by

�•3 (`
1, . . . , `:) =

∑
_`3

(
dim(_)
3!

) 2 :∏
8=1

f`8 (_). (2.6.8)

Here f` (_) = |O` | j_ (`)dim(_) .

The elements f`, considered as functions from the set P3 of partitions of 3 to C, play an
important role in Hurwitz theory. It can be shown that the map

q3 : Z3 −→ CP3 , �` ↦−→ f` . (2.6.9)

is an algebra isomorphism. If we upgrade the definition of f` to a function on the set of all
partitions P =

⋃
3≥0 P3 (including the empty partition ∅) by setting

f` (_) =
{( |` |
|_ |

)
|O` | j_ (`)dim(_) if |` | ≤ |_ |,

0 otherwise,
(2.6.10)

where the character is define through the inclusion of symmetric groups S |` | ⊆ S |_ | for
|` | ≤ |_ |, then the above map extends to an algebra morphism

q :
⊕
3≥0
Z3 −→ CP , �` ↦−→ f` . (2.6.11)

By a result of Vershik–Kerov [VK81 ], the highest degree term of f` is given by the shifted
power-sum symmetric functions of Proposition 2.5.21 :

f` =
1∏
8 `8

p` + lower order terms. (2.6.12)

In particular, it is natural to consider the following elements.

Definition 2.6.6. For ` ` 3, define the completed conjugacy class elements as

�` =
1∏
8 `8

q−1(p`) ∈
3⊕
<=0

Z<. (2.6.13)

For ` = (3), we call the associated element (3) = � (3) completed cycle.

The formulae for the first few completed cycles are given below.

(1) = (1)
(2) = (2)
(3) = (3) + (1, 1) + 1

12 (1)
(4) = (4) + 2 (2, 1) + 5

4 (2)

(2.6.14)

The term “completed cycle” was first suggested by Eskin–Okounkov–Zorich in an unpublished
work, motivated by the enumeration of degenerations of Hurwitz covers. The Gromov–
Witten/Hurwitz (GW/H) correspondence of Okounkov–Pandharipande [OP06 ] explains
the geometric meaning of the completed cycles: stationary Gromov–Witten invariants of P1
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correspond to Hurwitz numbers with completed cycles, and in particular the lower order terms
in the completed cycles reflect the contributions from the boundary of the moduli space of
stable maps.
In order to connect Hurwitz theory and the fermionic formalism of Section 2.5.1 , we will
restrict our attention to a particular type of Hurwitz numbers.

Definition 2.6.7. Let `, a ` 3. Define the disconnected double Hurwitz numbers with (A + 1)-
completed cycles as

ℎ•,A�;`,a =
|Aut(`) | |Aut(a) |

1!
�•3

(
`,

(
(A + 1)

) 1
, a

)
, (2.6.15)

where the right-hand side is defined through the Burnside character formula10, i.e.

ℎ•,A�;`,a =
|Aut(`) | |Aut(a) |

1!

∑
_`3

(
dim(_)
3!

) 2
f` (_)

(
pA+1(_)
A + 1

) 1
fa (_). (2.6.16)

The value 1 is determined by the Riemann–Hurwitz formula: A1 = 2� − 2 + ℓ(`) + ℓ(a). In
particular, Hurwitz numbers are set to be zero if A - 2� − 2 + ℓ(`) + ℓ(a). The automorphism
group |Aut(_) | = ∏

ℓ>0 |{8 | _8 = ℓ}|! is added for convenience, and should be interpreted as
labelling the inverse images of the branch points.

Remark 2.6.8. Many authors call such counting “spin Hurwitz numbers” rather than “Hurwitz
numbers with completed cycles”. This is because such Hurwitz numbers are related to the
moduli space of A-spin curves through Chiodo classes (see Section 2.6.1 ). However, since one
can define Hurwitz numbers counting covers with respect to the parity of the underlying spin
structure, we will avoid this terminology and reserve it to the counting of Part IV .

The connected counting ℎA�;`,a is defined as usual via exponentiation: define the generating
functions /A and �A of the disconnected and connected counting respectively.

/A (V;p, q) =
∑
�,3

∑
`,a`3

ℎ•,A�;`,a V
1

(
1

ℓ(`)!

ℓ (`)∏
8=1

?`8

) (
1

ℓ(a)!

ℓ (a)∏
8=1

@a8

)
, (2.6.17)

�A (V;p, q) =
∑
�,3

∑
`,a`3

ℎA�;`,a V
1

(
1

ℓ(`)!

ℓ (`)∏
8=1

?`8

) (
1

ℓ(a)!

ℓ (a)∏
8=1

@a8

)
. (2.6.18)

Then we have relation
/A (V;p, q) = exp

(
�A (V;p, q)

)
. (2.6.19)

Remark 2.6.9. Geometrically, double Hurwitz numbers with (A + 1)-completed cycles count
Hurwitz covers of P1 with ramification profiles ` and a over 0 and∞ respectively, and ram-
ification profile given by (A + 1, 13−A−1), up to a combinatorial factor and up to lower order
terms, as expressed by Equation (2.6.12 ). See [SSZ12 , Subsection 2.5] for further details about
their geometric meaning. We remark again that, although such terms seems unnatural, they take
into account degeneration of Hurwitz covers and appear naturally in the context of GW/H
correspondence.

10Beware that some authors (for instance [SSZ12 ]) use a different normalisation, namely in Burnside character
formula they consider pA+1

(A+1)! instead of pA+1
A+1 . Moreover, other authors (for instance [ELSV01 ]) define Hurwitz

numbers without the division by 1!.
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Combining the definition of Hurwitz numbers with completed cycles and the action of the
completed cut-and-join operators and the current operators (cf. Proposition 2.5.21 ), we obtain
the following expression for Hurwitz numbers in terms of vacuum expectation values.

Theorem 2.6.10 ([OP06 ; SSZ12 ]). The disconnected double Hurwitz numbers with (A + 1)-
completed cycles can be extracted from the following vacuum expectation value on the Fock
space:

ℎ•,A�;`,a =
1

1!

〈
�`∏ℓ (`)
8=1 `8

(
FA+1
A + 1

) 1
�−a∏ℓ (a)
9=1 a 9

〉
, (2.6.20)

with A1 = 2� − 2 + ℓ(`) + ℓ(a).

As a simple corollary, we find that the generating function of Hurwitz numbers with completed
cycles is a tau function of the 23 Toda lattice hierarchy of Definition 2.5.25 . The result is due to
Okounkov [Oko00 ], who proved it for the case A = 1 (also known as simple double Hurwitz
numbers), and later generalised by Shadrin–Spitz–Zvonkine [SSZ12 ].

Corollary 2.6.11. The generating function of disconnected double Hurwitz numbers with
(A + 1)-completed cycles can be represented as the following vacuum expectation value

/A (V;p, q) =
〈
4
∑
<>0

?<
<
�<4V

FA+1
A+1 4

∑
=>0

@=
=
�−=

〉
(2.6.21)

and, in particular, it is a tau function for the 23 Toda lattice hierarchy (identically in V), after the
identification ?< = <C< and @= = −=C−=.

Another simple corollary of Equation (2.6.20 ) is an evolution equation for /A (V; ·), also known
as the cut-and-join equation. The idea is to define the (bosonic) completed cut-and-join operators
W<, acting on the space of symmetric functions Λ, as the equivalent of the action of F< under
the boson-fermion correspondence:

f

(
F<
<
|l〉

)
=W<f

(
|l〉

)
. (2.6.22)

We refer to [SSZ12 ] for a geometric interpretation of such operators, and a generating series for
them. The first two completed cut-and-join operators (in the ? variables) are given as follows:

W1 =
∑
:>0

: ?:m?: ,

W2 =
1

2

∑
:,ℓ>0

(
:ℓ?:+ℓm?:m?ℓ + (: + ℓ)?: ?ℓm?:+ℓ

)
.

(2.6.23)

Theorem 2.6.12 (Cut-and-join equation). The following evolution equation holds:

mV/
A =WA+1 /

A . (2.6.24)

We also call it cut-and-join equation for double Hurwitz numbers with (A + 1)-completed cycles.

Let us briefly discuss some interesting specialisations of double Hurwitz numbers.

69



I. Introduction

Definition 2.6.13. Fix a positive integer @. Define the disconnected @-orbifold Hurwitz
numbers with (A + 1)-completed cycles, denoted ℎ•,@,A�;` , by specialising the generating function
of double Hurwitz numbers with (A + 1)-completed cycles to @= = X=,@. In other words,

ℎ
•,@,A
�;` =

1

1!

〈
�`∏ℓ (`)
8=1 `8

(
FA+1
A + 1

) 1
1

( 3
@
)!

(
�−@
@

) 3
@

〉
(2.6.25)

for 3 = |` | that is divisible by @ and A1 = 2� − 2 + ℓ(`) + 3
@
. The case @ = 1 and general A is also

calledHurwitz numbers with (A + 1)-completed cycles, denoted ℎ•,A�;`, and the case @ = A = 1 is
called simple Hurwitz numbers, denoted ℎ•�;`. For the connected counting, we omit the bullet.

Okounkov’s result specialises to the KP hierarchy for the generating function of @-orbifold
Hurwitz numbers with (A + 1)-completed cycles:

/@,A (V;p) =
∑
�,3

∑̀̀
3

ℎ
•,@,A
�;` V1

1

ℓ(`)!

ℓ (`)∏
8=1

?`8 . (2.6.26)

Moreover, the cut-and-join equation is still satisfied (but with different initial conditions).

Corollary 2.6.14. The generating function of @-orbifold Hurwitz numbers with (A + 1)-
completed cycles can be represented as the following vacuum expectation value

/@,A (V;p) =
〈
4
∑
<>0

?<
<
�<4V

FA+1
A+1 4

�−@
@

〉
(2.6.27)

and, in particular, it is a tau function for the KP hierarchy (identically in V), after the identification
?< = <C<. Moreover, it satisfies the cut-and-join equation:

mV/
@,A =WA+1 /

@,A . (2.6.28)

2.6.1 — ELSV-type formulae

In 2001, Ekedahl–Lando–Shapiro–Vainshtein [ELSV01 ] discovered an interesting connection
between Hurwitz theory and intersection theory on the moduli spaces of curves. Since then, it
has been generalised in several directions to different ELSV-type formulae. See [Lew17 ] for an
overview.

Theorem 2.6.15 (ELSV formula). Connected simple Hurwitz numbers are expressed in terms
of Hodge integrals: for ` = (`1, . . . , `=),

ℎ�;` =

=∏
8=1

`
`8
8

`8!

∫
M�,=

Λ(−1)∏=
8=1(1 − `8k8)

. (2.6.29)

Important applications of the ELSV formula include Witten’s conjecture and the _�-conjecture.
Apart from the original proof, obtained through localisation techniques on the moduli space of
stable maps from a genus � curve to P1 with prescribed pole structure, one can prove it using
the Eynard–DOSS correspondence of Section 2.3.1 , knowing that Hurwitz numbers can be
computed via topological recursion. Using this argument, a generalisation of the original ELSV
formula involving Chiodo classes was proved in a series of papers [SSZ15 ; LPSZ17 ; KLPS19 ;
Bor+21 ; DKPS19 ]. The formula was originally conjectured in unpublished notes by Zvonkine
[Zvo06 ], motivated by Gromov–Witten theory.
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Theorem 2.6.16 (Zvonkine’s ELSV formula). Connected @-orbifold Hurwitz numbers with
(A + 1)-completed cycles are expressed in terms of Chiodo integrals: for ` = (`1, . . . , `=),

ℎ
@,A
�;` = A2�−2+= (@A)

(2�−2+=)@+3
@A

=∏
8=1

( `8
@A

) [`8 ]
[`8]!

∫
M�,=

�
@A ,@
�,= (@A − 〈`1〉 , . . . , @A − 〈`=〉)∏=

8=1(1 −
`8
@A
k8)

, (2.6.30)

where _ = @A [_] + 〈_〉 is the integral division of _ by @.

A geometric proof using localisation techniques for the @ = 1 case was recently found by Leigh
[Lei20 ].
Generalisations of the ELSV formula include:

• weakly monotone Hurwitz numbers [ALS16 ; DK17 ],

• strictly monotone Hurwitz numbers [BG20 ; GGR20 ], and

• spin Hurwitz numbers with completed cycles (see Part IV ).

We will encounter other ELSV-type formulae throughout this dissertation, connecting different
enumerative geometric problems (not necessarily Hurwitz numbers) solved by topological
recursion and the intersection theory on the moduli space of curves. These include:

• Weil–Petersson volumes of the moduli spaces of hyperbolic surfaces and ^1 intersected
with k-classes (as discussed in Section 2.4 ),

• Kontsevich volumes of the combinatorial moduli spaces and k-classes intersection num-
bers (see Section 5.3 ),

• Masur–Veech volumes and the Segre class of the quadratic Hodge bundle (see Section 9.1 ),

• The (orbifolds) Euler characteristic ofM�,= and the Chern class of the quadratic Hodge
bundle (see Section 9.3 ).
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Part II

The combinatorial model of the
moduli space of curves





Chapter 3 — Topology of combinatorial spaces

In his proof of Witten’s conjecture and following the pioneering works of Strebel, Harer,
Mumford, Penner and Thurston [Str67 ; Har86 ; HZ86 ; Pen88 ], Kontsevich [Kon92 ] studied a
combinatorial modelMcomb

�,= for the moduli space of curves, namely the space of metric ribbon
graphs on a surface Σ of genus � with = > 0 boundaries. He equipped it with a 2-form lK
whose restriction to the slice with fixed boundary lengths is almost everywhere symplectic, and
so that the symplectic volume gives access to the intersection of k-classes on onM�,=. The
corresponding combinatorial Teichmüller space

T comb
Σ (!) =

{
embedded metric ribbon graphs of genus � with = faces

of lengths ! = (!1, . . . , !=) that are retract of Σ

}/
isotopy , (3.0.1)

parametrising marked metric ribbon graphs, was first considered in [Mon04 ] and its topology
studied via the arc complex. Its quotient by the pure mapping class group isMcomb

�,= , and we
can equip T comb

Σ
with the pullback of Kontsevich 2-form, which we still denote lK.

Many aspects of the geometry of hyperbolic structures have an analogue for combinatorial
structures, and the aim of this chapter is to develop such structures following this guiding
principle. First of all, one can define the length ℓG (W) of a simple closed curve W with respect to
an embedded metric ribbon graph G ∈ T comb

Σ
(!): realising the latter as a measured foliationFG

on Σ, this is Thurston’s intersection pairing between FG and W.

Thanks to the notion of length, one can parametrise the combinatorial Teichmüller space using a
maximal set of simple closed curves, i.e. a pants decomposition. On a surface Σ of genus � with
= boundary components, there are 3�−3+= length parameters that determine the combinatorial
structure on each pair of pants, and there are 3� − 3 + = twist parameters that determine how
the pairs of pants are glued together. All together, they constitute a combinatorial analogue
of Fenchel–Nielsen coordinates (cf. Theorem 2.4.10 ), and they are known in the measured
foliation and train track settings as Dehn–Thurston coordinates (cf. [FLP12 , Exposé 6] and
[PH92 , Theorem 3.1.1]). The main difference with the hyperbolic world lies in the twist g: for
some values of g, it is not possible to glue combinatorial structures; in the measured foliation
description this corresponds to the creation of saddle connections that cannot be removed by
Whitehead equivalences, and are not allowed in the combinatorial Teichmüller space. Metrically,
they would in fact correspond to nodal surfaces. However, we show that the set of twists for
which we cannot perform the gluing is a countable subset of R with open dense complement.
We give here a concise form of the stronger Theorem 3.4.5 .

Theorem 3.A (Combinatorial Fenchel–Nielsen coordinates).

1. (Adaptation of Dehn–Thurston–Penner arguments [Deh22 ; FLP12 ; PH92 ]). Given a
seamed pants decomposition for a bordered surface Σ of genus � with = boundary compo-
nents, we have an open map

T comb
Σ (!) −→ R

3�−3+=
+ ×R3�−3+=

G ↦−→
(
ℓ(G), g(G)

) (3.0.2)
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that is a homeomorphism onto its image.

2. The image of T comb
Σ

(!) inside R3�−3+=
+ ×R3�−3+= has a complement of zero measure.

In the subsequent chapters we will analyse the symplectic geometry of T comb
Σ

(!), proving an
analogue of Wolpert’s formula showing that the combinatorial Fenchel–Nielsen coordinates are
Darboux for lK. Moreover, we will prove an analogue of Mirzakhani’s identity, and set up the
geometric recursion to produce mapping class group invariant functions on the combinatorial
Teichmüller space by a cut-and-paste approach (cf. Section 2.4 ). In particular the second point of
the above theorem, which to the best of our knowledge is new, will be crucial in the integration
of the combinatorial Mirzakhani identity, giving a geometric proof of Witten’s conjecture.

3.0.1 — Relation with previous works and open questions

Aswe alreadymentioned, the combinatorial model of the moduli space of curves was intensively
studied in the last decades, and properties of the associated universal cover (the combinatorial
Teichmüller space) was analysed in various directions via the arc complex [Mon04 ; Luo07 ;
Mon09 ], measured foliations [FLP12 ] and train tracks [PH92 ].

The novelty of our work lies in the new perspective of considering a complete parallelism
between the Teichmüller space of combinatorial and hyperbolic structures, which we tried to
convey in this chapter. From this point of view, it is natural to ask for a combinatorial analogue
of various result in Teichmüller theory, such as the length spectrum map T comb

Σ
(!) ↩→ RSΣ

+ ,
Fenchel–Nielsen coordinates, and the (9� − 9 + 3=)-theorem. Most of these results can be
inferred by adapting various arguments for measured foliations and train tracks.

The above perspective will persist in the following chapter, where we are going to prove the
combinatorial analogue of results of Wolpert [Wol85 ], Mirzakhani–McShane [McS98 ; Mir07a ;
Mir07b ] and Andersen–Borot–Orantin [ABO17 ].

We conclude with a natural question regarding the second point of Theorem 3.A .

Question 3.B. For any seamed pants decomposition of Σ, describe the image of T comb
Σ

(!) in
R

3�−3+=
+ ×R3�−3+=.

3.0.2 — Organisation of the chapter

The chapter is organised as follows.

• Section 3.1 contains no new results, but it introduces the basic concepts and relations
necessary for the subsequent constructions. In particular, we recall the definition of
the combinatorial moduli space and combinatorial Teichmüller space, and explain their
relation with the ordinary spaces of hyperbolic structures, the arc complex, and the space
of measured foliations.

• Section 3.2 introduces the notion of combinatorial length of simple closed curves with
respect to a point on the combinatorial Teichmüller space. We discuss the geometry
of embedded pairs of pants, and define the embedding T comb

Σ
(!) ↩→ RSΣ

+ through the
combinatorial length functions adapting ideas of Thurston [FLP12 ] (cf. Theorem 2.4.7 

for the hyperbolic analogue).
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• Section 3.3 discusses the notion of cutting an gluing embedded metric ribbon graphs along
simple closed curves. It turns out that the gluing process is possible for all but countably
many configurations.

• Building on the previous discussions, in Section 3.4 we construct a combinatorial analogue
of the Fenchel–Nielsen coordinates, as explained in Theorem 3.A .

• To conclude, in Section 3.5 we prove a combinatorial version of the (9� − 9 + 3=)-theorem
(cf. Theorem 2.4.9 ), following the spirit of a result of Thurston for measured foliations
on closed surfaces.

3.1 — Combinatorial spaces

3.1.1 — Combinatorial moduli spaces

A ribbon graph (sometimes called fat graph) is a graph equipped with a cyclic ordering on the
edges incident to each vertex. To each ribbon graph, one can associate an oriented surface with
boundary by replacing edges by thin ribbons and vertices by disks, and pasting rectangles to
disks according to the chosen cyclic orders at the vertices.

Definition 3.1.1. A ribbon graph is a triple � = ( ®�, 8, B) consisting of the following data.

• A set ®� of oriented edges.

• A fixed-point-free involution 8 : ®� → ®� , sending an oriented edge to its opposite. The set
of 8-orbits is denoted by � and describes the unoriented edges; the equivalence class of an
oriented edge ®4 is simply denoted by 4.

• A permutation B : ®� → ®� . The set of B-orbits is denoted by + and describes the vertices.

Let q = 8 ◦ B−1; the set of q-orbits is denoted by � and describes the faces (or boundaries) of �.
A ribbon graph is connected if the underlying graph is.
The genus of a connected ribbon graph �, denoted by �� , is defined by

2 − 2�� = |+ | − |� | + |� |. (3.1.1)

If furthermore it has = = |� | boundaries, it is said to be of type (�, =). We call � reduced if all
its vertices have valency ≥ 3, and labelled if its boundaries are labelled m1�, . . . , m=�. We define
R�,= to be the set of connected, reduced, labelled ribbon graphs of type (�, =).
Ametric ribbon graphG consists of a ribbon graph� = ( ®�, 8, B), together with the assignment of
ℓG : �� → R+. The perimeter of a boundary component m<� consisting of the cyclic sequence
of edges (41, . . . , 4:) is defined by

ℓG(m<�) =
:∑
8=1

ℓG(48). (3.1.2)

If necessary, we will denote the sets of vertices, edges, and faces of a ribbon graph � with a
subscript �.
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II. The combinatorial model of the moduli space of curves

Definition 3.1.2. An automorphism of a ribbon graph� = ( ®�, 8, B) is a permutation i : ®� → ®�
that commutes with 8 and B and acts trivially on the set of faces �. We denote by Aut(�) the
automorphism group of �. An automorphism of a metric ribbon graph G is an automorphism
of the underlying ribbon graph preserving ℓG. We denote by Aut(G) the automorphism group
ofG; it is a subgroup of Aut(�).

For any ribbon graph �, its automorphism group Aut(�) acts on the space of metrics on �, by
edge permutation. Given a point in R��

+ , namely a metric ribbon graphG, its stabiliser under
the action of Aut(�) is precisely Aut(G). It is then natural to make the following definition.

Definition 3.1.3. For 2� − 2 + = > 0, the combinatorial moduli spaceMcomb
�,= is the orbicell-

complex parametrising metric ribbon graphs of type (�, =), i.e.

Mcomb
�,= =

⋃
�∈R�,=

R��
+

Aut(�) , (3.1.3)

where the cells naturally glue together via edge degeneration: when an edge length goes to
zero, the edge contracts to give a metric ribbon graph with fewer edges as discussed in [Kon92 ].
Define the perimeter map ? : Mcomb

�,= → R=
+ by setting

?(G) =
(
ℓG(m1�), . . . , ℓG(m=�)

)
. (3.1.4)

We also denoteMcomb
�,= (!) = ?−1(!) for ! ∈ R=

+ .

From the above definition, it follows that the combinatorial moduli spaceMcomb
�,= has a natural

real orbifold structure of dimension 6� − 6 + 3=. As we remarked before, for a pointG in the
moduli space its orbifold stabiliser isAut(G). Further, we have an orbicell decomposition given
by the sets R��

+ /Aut(�) consisting of those metric ribbon graphs whose underlying ribbon
graph is�. Notice that the dimension of such a cell is |�� |, and in particular the top-dimensional
cells are the ones associated to trivalent metric ribbon graphs, for which |�� | = 6� − 6 + 3=.

Example 3.1.4. The moduli spaceMcomb
0,3 is homeomorphic through the perimeter map to the

open cone R3
+, obtained as the union of seven cells corresponding to the seven ribbon graphs of

type (0, 3) (see Figure 3.1a ). In this case there are no orbifold points andMcomb
0,3 (!1, !2, !3) is

just a point.
A more complicated example is that ofMcomb

1,1 . The space is obtained by gluing two orbicells,
as depicted in Figure 3.1b .

• The first orbicell isR3
+ quotiented byZ/6Z, that is the automorphism group of the unique

ribbon graph of type (1, 1) with three edges:

••�1 =

All metric ribbon graphs G1 whose underlying graph is �1 have Aut(G1) = Z/2Z
except for the metric ribbon graph where all three edges have the same length which has
Aut(G1) = Z/6Z instead.

• The second orbicell is R2
+ quotiented by Z/4Z, the automorphism group of the unique

ribbon graph of type (1, 1) with two edges:
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3. Topology of combinatorial spaces

!1

!2 !3

(a) The 7 cells composingMcomb
0,3 . The picture

represents the cone R3
+ together with a slice

{!1 + !2 + !3 = const}. The dotted lines are
not part of the space.

Z/6Z

Z/4Z
•

••

◦

◦◦

�

•

•

◦

◦

•
•

R+×

(b) The two orbicells composingMcomb
1,1 . On the right,

the red point has stabiliser Z/6Z, the orange point
has stabiliser Z/4Z, and all other points have stabiliser
Z/2Z. The white points are not part of the space.

Figure 3.1: The combinatorial moduli spaces of type (0, 3) and (1, 1).

•�2 =

All metric ribbon graphsG2 whose underlying graph is�2 haveAut(G2) = Z/2Z, except
for the metric ribbon graph where both edges have the same length which rather has
Aut(G1) = Z/4Z.

The main reason for consideringMcomb
�,= (!) is the following result.

Theorem 3.1.5 (Mumford, Thurston, Penner, Bowditch–Epstein). The moduli spacesM�,=

andMcomb
�,= (!) are orbifold-homeomorphic.

Historically, Mumford was the first to notice such stratification of the moduli space, building on
ideas of Jenkins and Strebel [Jen57 ; Str67 ] and unpublished works of Thurston on the geometry
of meromorphic quadratic differentials. A second approach uses hyperbolic geometry and is
due to Penner and Bowditch–Epstein [Pen87 ; BE88 ]. In the next subsection we discuss the
latter and its generalisation to combinatorial Teichmüller spaces, due to Luo and Mondello
[Luo07 ; Mon09 ].

3.1.2 — Combinatorial Teichmüller spaces

One can think of points in the combinatorial Teichmüller space as points in the combinatorial
moduli space together with a marking, the advantage being that there is now a well-defined
notion of length of curves. We review its definition and its known relation with hyperbolic
surfaces via the spine construction. Although the topological properties of such spaces have
already been studied in the literature, the main focus has been on the proper arc complex
description. Here we put forward an equivalent description via measured foliations which later
facilitates our constructions.
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II. The combinatorial model of the moduli space of curves

Primary definitions

Definition 3.1.6. The geometric realisation of a metric ribbon graph G of type (�, =) is the
oriented, compact, genus � surface with = boundary components

|G| =
{
(D, C, ®4) ∈ [−1, 1] ×R × ®�

��� C ∈ [0, ℓG(4)] } /
∼ (3.1.5)

where the equivalence relation ∼ is given by{
(D, C, ®4) ∼ (D, ℓG(4) − C, 8( ®4)) for D ∈ [−1, 1], ®4 ∈ ®� , C ∈ [0, ℓG(4)],
(D, ℓG(4), ®4) ∼ (−D, 0, B( ®4)) for D ∈ [0, 1], ®4 ∈ ®� .

(3.1.6)

We can picture the graph underlying � as a subset of |G|, and the inclusion is a deformation
retract; see the left-hand side of Figure 3.2 for an example.

Recall from Definition 2.4.1 the notion of bordered surface.

Definition 3.1.7. A combinatorial marking of a bordered surface Σ is an ordered pair (G, 5 )
whereG is a metric ribbon graph and 5 : Σ→ |G| is a homeomorphism respecting the labellings
of boundaries ofG and Σ. The combinatorial Teichmüller space1 is defined as

T comb
Σ =

{
(G, 5 )

��� (G, 5 ) is a combinatorial marking on Σ

} /
∼ . (3.1.7)

Here we set (G, 5 ) ∼ (G′, 5 ′) if and only if there exists a metric ribbon graph isomorphism
i : G → G′ such that i ◦ 5 is isotopic to 5 ′. We call such equivalence classes combinatorial
structures and denote by G = [G, 5 ] the points in T comb

Σ
.

Notice that, for a fixed G ∈ T comb
Σ

each boundary component m<Σ corresponds to a unique face
of the embedded graph. Thus, we can talk about the length (with respect to G) of the boundary
m<Σ, denoted by ℓG (m<Σ). In particular, we can define the perimeter map ? : T comb

Σ
→ R=

+ by
setting

?(G) =
(
ℓG (m1Σ), . . . , ℓG (m=Σ)

)
, (3.1.8)

and denote T comb
Σ

(!) = ?−1(!).
We remark that, for a fixed representative (G, 5 ) of G ∈ T comb

Σ
, we have a retraction from the

surface to the geometric realisation of the graph underlyingG. Thus, we can picture elements
of T comb

Σ
as metric ribbon graphs embedded into Σ up to isotopy, such that the embedded graph

is a retract of the surface (see Figure 3.2 ).
As recalled below, the combinatorial Teichmüller space can be endowed with a natural topology
via the so-called proper arc complex that makes it into a cell complex. The cells, denoted ℨΣ,� ,
are indexed by isotopy classes of embedding of � into Σ, onto which Σ retracts, and they
parametrise the metrics of �. The practical consequence of this topological discussion is that
the edge lengths form a coordinate system in each cell. In particular, this makes it easier to

1Although the combinatorial moduli space was well-studied in the ’80s by Mumford, Thurston, Harer, Penner
and many others, the idea of consider embeddedmetric ribbon graphs up to isotopy appeared for the first in the
work of Mondello [Mon04 , Definition 3.2], to the best of our knowledge. In his work, he uses the identification of
the set of embedded metric ribbon graphs with the proper arc complex, and in particular he does not use the term
“combinatorial Teichmüller space”. The only instance we found of the name “combinatorial Teichmüller space” is
[ACG11 , Chapter XVIII]. Since our approach is completely parallel to the hyperbolic setting, we decided to use
this terminology.
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3. Topology of combinatorial spaces

••
5 −1

•
•

Figure 3.2: On the left, the geometric realisation of a ribbon graph, and amarking on a one-holed
torus via 5 .

check whether a function defined on T comb
Σ

is piecewise continuous, once it is expressed in
terms of edge lengths.
The mapping class group of Σ (see Definition 2.4.2 ) naturally acts on T comb

Σ
by setting

[q] .[G, 5 ] = [G, 5 ◦ q], (3.1.9)

for [q] ∈ ModΣ and [G, 5 ] ∈ T comb
Σ

. When Σ has type (�, =), by forgetting the marking we
have the natural isomorphism

Mcomb
�,= (!) � T comb

Σ (!)/ModmΣ. (3.1.10)

Here ModmΣ is the pure mapping class group of Σ (recall that the boundary components are
labelled). We denote the quotient T comb

Σ
(!)/ModmΣ byMcomb

Σ
(!) when we want to refer to the

actual surface Σ.

Example 3.1.8. For a pair of pants %, the perimeter map gives the isomorphism T comb
%

� R3
+.

The pure mapping class group is trivial, so thatMcomb
0,3 � R3

+, see Figure 3.3a .

For a torus ) with one boundary component, T comb
)

is the union of infinitely many cells
homeomorphic to R3

+, glued together through infinitely many cells homeomorphic to R2
+. In

Figure 3.3b we presented some adjacent cells of T comb
)

. In the quotient byModm) , all the 3- and
2-cells are identified, and we are left with a further action of Z/6Z for the top-dimensional cell
and an action of Z/4Z for the codimension 1 cell. The result is the combinatorial moduli space
Mcomb

1,1 described in Example 3.1.4 .

Relation with the arc complex

The combinatorial Teichmüller spaces have been endowed with a natural topology associated
to a dual construction: the proper arc complex (see [Luo07 ; Mon09 ]).

Definition 3.1.9. Fix a bordered surface Σ. Define the arc complex AΣ to be the simplicial
complex whose vertices are non-trivial homotopy classes of proper embeddings2 U : [0, 1] ↩→ Σ

with endpoints U(0), U(1) ∈ mΣ. A simplex in AΣ is a collection α = (U1, . . . , U:) of distinct
vertices such that the arcs U8 admit representatives which do not intersect. The non-proper
subcomplexA∞

Σ
ofAΣ consists of those simplices α such that one connected component of

Σ \⋃:
8=1 U8 is not simply connected. The simplices inAΣ \A∞Σ are called proper.

2If - and . are topological manifolds with boundaries, a continuous map 5 : - → . is called a proper embedding
if 5 −1 (m. ) = m- , and we use here the natural notion of homotopies among such.
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II. The combinatorial model of the moduli space of curves

!1

!2 !3

(a) The seven cells in T comb
%

.

0

1 2

··
·

· · ·

0

2

•

•

◦

◦
2

30 ··
·

· · ·

(b) Some cells in T comb
)

.

Figure 3.3: The combinatorial Teichmüller spaces of type (0, 3) and (1, 1).

Figure 3.4: The simplicial structure of |A% | and the set |A% |\ |A∞% | associated to a pair of pants %.
The latter is in natural bijection with the slice {G ∈ T comb

%
| ℓG (m1%) + ℓG (m2%) + ℓG (m3%) = 1 }.

Consider the geometric realisation spaces |AΣ | and |A∞Σ |. The geometric realisation of a sim-
plicial complex comes with two natural topologies: the coherent topology, namely the finest
topology that makes the realisation of all simplicial maps continuous, and the metric topology,
for which every :-simplex is isometric to the standard simplex Δ: ⊂ R:+1 and every attachment
map is a local isometry. The metric topology on |AΣ | is coarser than the coherent one, but they
agree where the complex is locally finite, and this is the case for |AΣ | \ |A∞Σ |.
Consider then the topological space ( |AΣ | \ |A∞Σ |) ×R+, called metrised arc complex, whose
points are of the form G =

∑:
8=1 ℓ8 U8, where ℓ8 > 0 and (U1, . . . , U:) is a proper simplex. There

is a bijection between the spaces T comb
Σ

and ( |AΣ | \ |A∞Σ |) × R+ defined as follows. Given
a combinatorial structure G, we define for each edge 4 the dual arc U4 connecting the two
(possibly equal) boundary components on the two sides of 4 (see Figure 3.5 ). Thus, we define
the map T comb

Σ
→ (|AΣ | \ |A∞Σ |) × R+ by setting G ↦→ ∑

4∈�G ℓG (4) U4. The map is clearly
invertible and we topologise the combinatorial Teichmüller space T comb

Σ
by pulling back the

topology of the proper arc complex.

82



3. Topology of combinatorial spaces

• •
4

U4

Figure 3.5: Example of duality between a combinatorial structure (red) and an arc system (light
blue).

Relation with ordinary Teichmüller spaces

Recall from Section 2.4.1 that we assign to each bordered surface Σ of type (�, =) its Teichmüller
space of hyperbolic structures

TΣ(!) =
{
(-, 5 )

���� (-, 5 ) is a hyperbolic marking on Σ

with labelled geodesic boundaries of lengths !

}/
∼ . (3.1.11)

The quotient of TΣ(!) by the pure mapping class groupModmΣ is orbifold-homeomorphic to
the moduli space

M�,= (!) =
{
-

���� - is a hyperbolic surface of type (�, =)
with labelled geodesic boundaries of lengths !

}/
∼ . (3.1.12)

Further, for each ! ∈ R=
+ ,M�,= (!) is orbifold-homeomorphic to the moduli space of curves

M�,=. For later use, we review the description of a mapping class group equivariant homeo-
morphism between the combinatorial Teichmüller space and the ordinary one, due to Luo and
Mondello [Luo07 ; Mon09 ]. It lifts to the level of Teichmüller spaces the construction of Penner
and Bowditch–Epstein [Pen87 ; BE88 ].
Let f ∈ TΣ(!) and fix a representative (-, 5 ). Define the valency af (@) of a point @ in the inte-
rior ofΣ as the number of shortest geodesics joining @ to mΣ that realise the distance distf (@, mΣ).
Clearly af (@) ≥ 1. Define the loci �f = { @ ∈ Σ | af (@) = 2 } and +f = { @ ∈ Σ | af (@) ≥ 3 }.
We have that �f is the disjoint union of simple, open geodesic arcs U4 indexed by � = c0(�f),
the set of edges, and +f is a finite collection of points, the vertices. We define the spine sp(f)
of f as the 1-dimensional CW-complex embedded in Σ given by +f ∪ �f .
We can naturally assign to sp(f) a metric ℓsp(f) : � → R+ in the following way. For each vertex
@ of sp(f), consider the af (@) shortest geodesics from @ to the boundary – which are called
ribs. Cutting Σ along its ribs yields a union of hexagons; the diagonal of each hexagon whose
endpoints are the vertices of the spine corresponds to the edges of the spine (see Figure 3.6 ).
We assign to it the length of the side of the hexagon which lies along the boundary of Σ;
there are two such sides, but they have the same length since the reflection with respect to
the edge is a hyperbolic isometry of the hexagon. In this way, sp(f) induces a combinatorial
marking on Σ and the perimeters of sp(f) correspond precisely to the hyperbolic lengths of
the boundaries of Σ. Further, isotopy classes of hyperbolic markings correspond to isotopy
classes of combinatorial markings. Thus, we are led to the following definition.

Definition 3.1.10. There exists a well-defined map

sp: TΣ(!) −→ T comb
Σ (!), (3.1.13)
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II. The combinatorial model of the moduli space of curves

• •

Figure 3.6: Example of the spine construction. In red, the spine sp(f). In blue, the ribs
emanating from two vertices.

called the spine map.

It is possible (although more difficult) to construct the inverse map and actually show that it is
a homeomorphism, equivariant with respect to the action ofModmΣ.

Theorem 3.1.11 ([Luo07 ; Mon09 ]). The spinemap sp: TΣ(!) → T comb
Σ

(!) is a homeomorphism,
equivariant under the action of the pure mapping class group.

We remark that in [Luo07 ; Mon09 ] the theorem is stated in terms of the proper arc complex,
rather than the combinatorial Teichmüller space. As a direct consequence, we find that for each
fixed ! ∈ R=

+ , there is an orbifold homeomorphismM�,= (!) �Mcomb
�,= (!) and thus withM�,=

(Theorem 3.1.5 ).

Relation with measured foliations

For a given metric ribbon graph, its geometric realisation is naturally endowed with a measured
foliation, as we now explain. We refer to [FLP12 , Section 5.1] for a complete discussion about
measured foliations, but to be self-contained we recall here the basic definitions.

Definition 3.1.12. LetΣ be a bordered surface, andF a foliation onΣwith isolated singularities.
A transverse invariantmeasure onF is ameasure ` defined on each arc transverse to the foliation,
invariant under isotopy of arcs through transverse arcs whose endpoints remain in the same
leaf. If the arc passes through a singularity, the transversality pertains to all points of the arc
belonging to a regular leaf.

In what follows, we also suppose that:

• the measure is regular with respect to the Lebesgue one: every regular point of Σ admits
a smooth chart* 3 (G, ~) where the foliation is defined by 3~ and the measure on each
transverse arc is induced by |3~ |;

• each point of Σ has a neighbourhood that is the domain of a chart isomorphically foliated
as one of the models of Figure 3.7 .

Definition 3.1.13. We say that two measured foliations on Σ are Whitehead equivalent if
they differ by isotopy or a Whitehead move, (see Figure 3.8 ). We denote byMF★Σ the set of
Whitehead equivalence classes of measured foliations on Σ.

We can now discuss the relation between foliations and metric ribbon graphs.

Definition 3.1.14. Given a metric ribbon graphG of type (�, =), the geometric realisation |G|
has a unique measured foliation (FG, `G) such that:
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× ×

(a) Internal regular point.

× mΣ ×
(b) Regular point at the bound-
ary of transverse type.

× mΣ ×
(c) Regular point at the bound-
ary of parallel type.

•× •×

(d) Internal singular point.

•× mΣ •×
(e) Singular point at the bound-
ary of transverse type.

•× mΣ •×
(f) Singular point at the bound-
ary of parallel type.

Figure 3.7: Possible models for points in a foliation. The singular leaves are depicted in blue,
while smooth leaves in grey. Only singular points of low valency are depicted, but any higher
valency is allowed.

•

•

~w�
•

•

~w�

•

•
•~w�

•

Figure 3.8: Whitehead moves.
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II. The combinatorial model of the moduli space of curves

• • • •

Figure 3.9: The geometric realisation of a metric ribbon graph (left) and the associated measured
foliation. The edges of the embedded graph are depicted in red, the singular leaves of the
associated foliation in blue.

• the singularities of (FG, `G) are the vertices of the embedded graph,

• the measured foliation is transverse to the embedded graph,

• (FG, `G) on the hexagon around each edge 4 ∈ � agrees with |3C |, where C is the natural
coordinate on [0, ℓG(4)] as in Definition 3.1.6 .

The singular leaves of the measured foliation cut |G| into hexagons, each with two opposite
edges consisting of arcs along the boundary of |G|, and the remaining four edges consisting of
singular leaves (see Figure 3.9 ). The diagonals parallel to the boundary arcs are nothing but the
edges of the embedded graph. In the description of Section 3.1.2 , the singular leaves correspond
to the ribs, and the singular points to the vertices of the spine. Notice that such a hexagon
decomposition of |G|, together with the assignment of a positive length to each diagonal, is
sufficient to reconstruct the metric ribbon graphG. For an element G = [G, 5 ] in T comb

Σ
, we

get a natural isotopy class of measured foliations (FG, `G) on Σ by pushing (FG, `G) forward
along 5 . In the following, we omit the transverse measure `G when there is no ambiguity.
The above construction defines a map

F∗ : T comb
Σ −→MF★Σ, (3.1.14)

whose image is the set of classes of measured foliations admitting a representative, with respect
to Whitehead equivalence, whose leaves are all transverse to the boundary of Σ (i.e. the local
models Figures 3.7a , 3.7b , 3.7d and 3.7e are allowed, while Figures 3.7c and 3.7f are excluded),
and there is no singular leaf connecting two singular points – such singular leaf is called a saddle
connection. Moreover, the measured foliation can be used to give a hexagonal decomposition of
the surface, and reconstruct the embedded metric ribbon graph. To summarise, we have the
following lemma.

Lemma 3.1.15. The map F∗ is injective. Its image consists of measured foliations admitting
a representative with respect to Whitehead equivalence whose leaves are all transverse to the
boundary of the surface and with no saddle connections.

In the remaining part of this chapter, we establish various topological properties of the com-
binatorial Teichmüller space. Many of these properties are established in [FLP12 ], but for a
different space of measured foliations (namely, the completion of the set of multicurves), and in
[PH92 ] in the language of train tracks. We include proofs and explicitly highlight results that are
not simple adaptations from [FLP12 ; PH92 ]. The details of these proofs will in fact be used in
later parts of the dissertation, specifically in the proof the combinatorial Mirzakhani–McShane
identity (cf. Section 5.3 ).
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3. Topology of combinatorial spaces

3.2 — Length functions

We introduce now combinatorial length functions for simple closed curves W ∈ SΣ (see Sec-
tion 2.4.1 for notation and conventions), and show that combinatorial structures are (locally in
T comb
Σ

) completely determined by the knowledge of finitely many of these lengths. This gives
an alternative description of the topology on T comb

Σ
.

3.2.1 — Combinatorial length functions

Consider a combinatorial structure G ∈ T comb
Σ

and a simple closed curve W in Σ (not necessarily
essential). As discussed in the previous section, G induces an isotopy class of measured folia-
tions (FG, `G) on Σ, so we have a well-defined length function ℓG defined on SΣ (cf. [FLP12 ,
Section 5.3], where the same quantity is denoted by � (F, `; W))

ℓG (W) = inf
W0

sup
U8

(
:∑
8=1

`G (U8)
)
, (3.2.1)

where the infimum is taken over all representatives W0 in the homotopy class W, and the supre-
mum is taken over all the possible ways of writing W0 as a sum of arcs U1, . . . , U: , mutually
disjoint and transverse to FG.
It can be shown [FLP12 , Proposition 5.7] that the infimum is reached by quasitransverse
representatives of W.

Definition 3.2.1. We say that a curve W0 is quasitransverse to a foliation F if each connected
component of W0 minus the singularities of F is either a leaf or is transverse to F. Further, in a
neighbourhood of a singularity, we require that no transverse arc lies in a sector adjacent to an
arc contained in a leaf, and that consecutive transverse arcs lie in distinct sectors.

In terms of the embedded metric ribbon graph, we have the following effective way to compute
the length ℓG (W): consider the (unique) representative W0 of W that has been homotoped to the
embedded graph and is non-backtracking (cf. [Hat02 , Section 1.A] for uniqueness of non-
backtracking representatives). The length of the curve can now be computed as the sum of
the lengths of the edges visited by the curve, since such W0 is a quasitransverse representative,
perhaps after performing a sequence of Whitehead moves in a small disc neighbourhood of the
vertices ofG, making a measured foliationF′

G
Whitehead equivalent toFG and thus representing

the same point inMF★Σ. One can also conclude from [FLP12 , Proposition 5.9] that the length
is always positive.
Notice that, if the curve is homotopic to one of the boundary components, the notion of
boundary length described before (Equation (3.1.8 )) agrees with this more general definition.
Moreover, the assignment G ↦→ ℓG (W) is continuous on T comb

Σ
, as it is a sum of edge lengths on

the closure of each open cell.

Remark 3.2.2. The notion of length naturally extends to multicurves 2 ∈ MΣ by adding the
length of components. Using Equation (3.2.1 ), we can also define the length of homotopy
classes (relative to mΣ) of arcs between boundaries. This is again a continuous assignment, but
it can take zero values.

In Sections 3.2.2 and 3.2.3 we prove the following result regarding the combinatorial length
spectrum, which is the analogue of [FLP12 , Theorem 1.3] for measured foliations on a closed
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•

• 0

1

2
W •

•
0

1

2

Figure 3.10: The length of a simple closed curve W with respect to a combinatorial structure G
on a pair of pants. We have ℓG (W) = 0 + 2 + 1 + 2 = 0 + 1 + 22.

surface, and the analogue of Theorem 2.4.7 for the usual Teichmüller space of hyperbolic
structures.

Theorem 3.2.3. Let us equipRSΣ
+ with the product topology. The combinatorial length of simple

closed curves gives a map
ℓ∗ : T comb

Σ (!) −→ RSΣ
+ (3.2.2)

which is a homeomorphism onto its image.

Corollary 3.2.4. The topology on T comb
Σ

(!) defined via the arc-complex and the initial topo-
logy induced by the combinatorial length map ℓ∗ : T comb

Σ
(!) → RSΣ

+ coincide.

Here we prove the theorem by a direct construction of the inverse map from the image of
ℓ∗, via the study of lengths of curves and their relation with embedded pairs of pants. These
computations are used again in Chapter 5 .

3.2.2 — Embedded pairs of pants

We are interested in embedded pairs of pants and the way the lengths of their boundary com-
ponents (with respect to a combinatorial structure) determine the combinatorial structure
itself.

Definition 3.2.5. When Σ is a bordered surface of type (�, =) such that 2� − 2 + = > 1, and
<0 ∈ {1, . . . , =}, we let PΣ,<0 be the set of homotopy classes of embeddings i : % ↩→ Σ of pairs
of pants % such that

• i(m1%) = m<0Σ,

• Σ \ i(%) (where the closure is taken in Σ) is stable,

• if i(m8%) = m<Σ for some < ≠ <0, then 8 = 2.

By abuse of notation, we denote by % the homotopy class of i : % ↩→ Σ, and we often identify
% with its embedding in Σ. Moreover, we define the following sets of homotopy classes of
embedded pairs of pants (see Figure 3.11 )

BΣ,<0,< =
{
% ∈ PΣ,<0

�� m2% = m<Σ for some < ≠ <0

}
,

CΣ,<0 =
{
% ∈ PΣ,<0

�� m8% ⊂ Σ◦ for 8 = 2, 3
}
.

(3.2.3)

88



3. Topology of combinatorial spaces

m<0Σ
=
m1%

m<Σ
=
m2%

m3%

m<0Σ
=
m1%

m2%

m3%

Figure 3.11: Two embedded pairs of pants in BΣ,<0,< (left) and CΣ,<0 .

We have a partition

PΣ,<0 =

( ⊔
<≠<0

BΣ,<0,<

)
t CΣ,<0 . (3.2.4)

Notice that, for <0 = 1, these are the sets of homotopy classes of pairs of pants appearing in
Mirzakhani’s recursion, or more generally in the definition of geometric recursion amplitudes
in the hyperbolic setting (cf. Section 2.4 ).

As briefly mentioned in the explanations of Mirzakhani’s argument, these pairs of pants can
be described alternatively in terms of arcs between boundaries, which we recall here for the
convenience of the reader.

Definition 3.2.6. Denote by AΣ,<0 the set of non-trivial homotopy classes of proper embed-
dings U : [0, 1] ↩→ Σ with U(0) ∈ m<0Σ and U(1) ∈ mΣ. By abuse of notation, we denote by U
the homotopy class of U : [0, 1] ↩→ Σ. There is a partition

AΣ,<0 =

( ⊔
<≠<0

BΣ,<0,<

)
t ℭΣ,<0 , (3.2.5)

where the elements U ∈ BΣ,<0,< are those with U(1) ∈ m<Σ, and the elements U ∈ ℭΣ,<0 are
those with U(1) ∈ m<0Σ.

We define a surjective map
&<0 : AΣ,<0 −→ PΣ,<0 (3.2.6)

by assigning to an arc U the pairs of pants % whose boundaries are formed by the boundary of a
closed tubular neighbourhood of U and the boundary components it connects (Figure 3.12 ).
The boundaries of % are labelled as follows. We always set m1% = m<0Σ. Then if i(m8%) = m<Σ
for some < ≠ <0, then 8 = 2 and m3% is determined; otherwise, we define m2% (resp. m3%) to be
the boundary component on the left-hand side (resp. right-hand side) of the curve U oriented
from 0 to 1.

Remark 3.2.7. The map &<0 to AΣ,<0 is not injective. More precisely, &−1<0
(%) contains a single

element when % ∈ CΣ,<0 , while it contains three elements when % ∈ BΣ,<0,< for any < ≠ <0.
Indeed any given % ∈ BΣ,<0,< can be obtained by an arc U from m<0Σ to m<Σ, but also by an
arc U′ from m<0Σ to itself and its inverse −U′ (Figure 3.12 ). Notice that in this case U is the only
arc in BΣ,<0,<, while U′,−U′ ∈ ℭΣ,<0 .
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II. The combinatorial model of the moduli space of curves

m<Σ

m<0Σ

U

U′

%

Figure 3.12: Arcs and pairs of pants: &<0 (U) = &<0 (U′) = &<0 (−U′) = %.

We introduce the notion of small pairs of pants, which play a role in the rest of the paper.

Definition 3.2.8. Let G ∈ T comb
Σ

. We say that % ∈ PΣ,<0 is G-small if

ℓG (m% ∩ mΣ) ≥ ℓG (m% ∩ Σ◦). (3.2.7)

The definition does not depend on the representative chosen for %. If the inequalities are strict,
then we say the pair of pants is strictly G-small.

We can rewrite the above definition by differentiating two possible cases: % is G-small if

• % ∈ BΣ,<0,< implies ℓG (m3%) ≤ ℓG (m1%) + ℓG (m2%),

• % ∈ CΣ,<0 implies ℓG (m2%) + ℓG (m3%) ≤ ℓG (m1%).

In other words, the internal boundary component(s) are small compared to the external one(s).
We characterise small pairs of pants in terms of the corresponding arcs as follows.

Lemma 3.2.9. Let % ∈ PΣ,<0 .

• % ∈ BΣ,<0,< is G-small if and only if for the unique U ∈ &−1<0
(%) ∩ BΣ,<0,< we have

ℓG (U) = 0,

• % ∈ CΣ,<0 is G-small if and only if for the unique U ∈ &−1<0
(%) we have ℓG (U) = 0.

Proof. Let U ∈ BΣ,<0,< for < ≠ <0 and assume that ℓG (U) > 0. It is then uniquely represented
by some non-backtracking edgepath U in G with initial and final vertices adjacent to m<0Σ

and m<Σ. Then, m3&<0 (U) can be homotoped to a non-backtracking edgepath consisting in
travelling along U, then going around m<Σ, then travelling backwards along U, and going around
m<0Σ. This implies that

ℓG (m<0Σ) + ℓG (m<Σ) < ℓG
(
m3&<0 (U)

)
,

hence&<0 (U) is notG-small, and we conclude by the contrapositive. A similar argument works
when U ∈ ℭΣ,<0 . �

Remark 3.2.10. Notice that U can only have length zero with respect to G if it has a quasitrans-
verse representative given by an oriented non-singular leaf in the foliation associated to G.
There are finitely many homotopy classes of oriented leaves relative to the boundary, and they
are in bijection with the oriented edges of the metric ribbon graph. Since AΣ,<0 surjects onto
PΣ,<0 for Σ of type (�, =) and G ∈ T comb

Σ
, there are at most 2(6� − 6 + 3=) G-small pairs of pants

in PΣ,<0 .
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3. Topology of combinatorial spaces

Small pairs of pants can be characterised in terms of the support of two functions that play an
important role in the combinatorial Mirzakhani–McShane identity. Let [G]+ = max { G, 0 } and
consider the functions on T comb

%
� R3

+ defined by

�K(!, ! ′, ℓ) = 1

2!

(
[! − ! ′ − ℓ]+ − [−! + ! ′ − ℓ]+ + [! + ! ′ − ℓ]+

)
,

�K(!, ℓ, ℓ′) = 1

!
[! − ℓ − ℓ′]+.

(3.2.8)

It is easy to check that these functions only take non-negative values. They encode aspects of
the geometry of combinatorial pairs of pants, as described in the following lemma, and are the
combinatorial analogs of the functions (2.4.20 ) introduced by Mirzakhani in [Mir07a ] in the
hyperbolic context. Moreover, they can be obtained as a limit of Mirzakhani’s functions in the
large boundary limit, cf. Section 6.3 .

Lemma 3.2.11.

• The function �K associates to (ℓG (m1%), ℓG (m2%), ℓG (m3%)) ∈ R3
+ � T comb

%
the fraction of

the m1% that is not common with m3% (once retracted to the graph).

• The function �K associates to a point ®ℓG (m%) ∈ R3
+ � T comb

%
the fraction of m1% that is not

common with m2% ∪ m3%.

Proof. The result follows from direct computations in the closure of each of the four open cells
of T comb

%
. The various inequalities that define the cells are used to simplify �K and�K. Consider

for example the leftmost pair of pants in Figure 3.13 : we have ℓG (m3%) ≥ ℓG (m1%) + ℓG (m2%) so
that �K(!1, !2, ℓ) = 0, and the portion of m1% that is not common with m3% is zero (all of m1%
intersects with m3%). Similarly, in the case of the central pair of pants of Figure 3.13 we find
ℓG (m2%) ≥ ℓG (m1%) + ℓG (m3%), so that

�K(!1, !2, ℓ) =
1

2ℓG (m1%)

(
ℓG (m1%) +ℓG (m2%) −ℓG (m3%) −

(
−ℓG (m1%) +ℓG (m2%) −ℓG (m3%)

) )
= 1,

and indeed all of m1% intersects with m2%. Finally, in the rightmost pair of pants of Figure 3.13 

we find ℓG (m8%) ≤ ℓG (m 9%) + ℓG (m:%) for all 8, 9 , : ∈ { 1, 2, 3 }, which is the condition to
be in this cell. We also see that the length of the edge adjacent to m1% and m2% is given by
1
2 (ℓG (m1%) + ℓG (m2%) − ℓG (m3%)) and therefore its fraction of the first boundary is given by
exactly

�K(!1, !2, ℓ) =
1

2ℓG (m1%)
(
ℓG (m1%) + ℓG (m2%) − ℓG (m3%)

)
.

The computation in other cells is similar, and analogously for �K. �

Notice that if �K or �K are non-zero, then there is at least an edge with a corresponding arc,
that defines the pair of pants passing through the edge transversely, and therefore of zero length.
As an immediate consequence this or simply by considering the support of �K and �K, we
deduce the following characterisation of small pairs of pants.

Corollary 3.2.12. Let G ∈ T comb
Σ

:

• % ∈ BΣ,<0,< is G-small if and only if �K( ®ℓG (m%)) > 0,

• % ∈ CΣ,<0 is G-small if and only if �K( ®ℓG (m%)) > 0.

Here ®ℓG (m%) is the ordered triple of combinatorial lengths of the boundary components of %.
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• •m1% m2%

m3%

•
•

m1% m2%

m3%

••◦

m1% m2%

m3%

Figure 3.13: Three different cells in T comb
%

.

3.2.3 — A partial inverse of the combinatorial length spectrum map

In this paragraph we exhibit an inverse on the image of the combinatorial length map of
Theorem 3.2.3 . We first observe that, given G = [G, 5 ] ∈ T comb

Σ
and an oriented edge ®4 of the

embedded graph, we can take the oriented dual arc U®4: its starting point (resp. ending point) lies
on the component of mΣ adjacent to 5 ( ®4) on the right (resp. left) and intersects the embedded
graph exactly once through this edge. Note that the two boundary components adjacent to ®4
may coincide. We thus obtain a map

®�G → Aall
Σ =

=⊔
<0=1

AΣ,<0 . (3.2.9)

Composing with &<0 , we can associate to each oriented edge of G a class of embedded pair of
pants in Pall

Σ
=

⊔=
<0=1
PΣ,<0 .

Lemma 3.2.13. Let 4 be an edge in G ∈ T comb
Σ

and fix an arbitrary orientation ®4.

• If 4 is adjacent to m<1Σ ≠ m<2Σ, let %1 ∈ BΣ,<1,<2 and %2 ∈ BΣ,<2,<1 be the pairs of pants
corresponding to ®4 and 8( ®4) respectively. Then

ℓG (4) = ℓG (m<1Σ)
(
�K( ®ℓG (m%1)) − �K( ®ℓG (m%1))

)
= ℓG (m<2Σ)

(
�K( ®ℓG (m%2)) − �K( ®ℓG (m%2))

)
.

(3.2.10)

• If 4 is adjacent to m<0Σ on both sides, let % ∈ CΣ,<0 be the pair of pants corresponding to ®4
or 8( ®4) (the two pairs of pants coincide). Then

ℓG (4) =
1

2
ℓG (m<0Σ) �K( ®ℓG (m%)). (3.2.11)

Proof. Given a boundary component, we can represent the edges around it by a polygon
where some edges and vertices are identified. The sequence of edges around the boundary is
non-backtracking.

• If 4 is adjacent to m<1Σ ≠ m<2Σ, we have two polygons around m<1Σ and m<2Σ. When
neither of these are 1-gons, then we can represent W = m3%1 = m3%2 as in Figure 3.14a .
Due to the absence of bivalent vertices, this is again non-backtracking. We therefore have
ℓG (W) = ℓG (m<1Σ) +ℓG (m<2Σ) −2ℓG (4). Notice that we also have |ℓG (m<1Σ) −ℓG (m<2Σ) | <
ℓG (W). Therefore, comparing the expression for ℓG (4) with the expression in the statement,
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Figure 3.14: The three cases examined in Lemma 3.2.13 .

we see they agree. Now suppose without loss of generality that<2 is a 1-gon. This implies
that <1 is not a 1-gon, as gluing two 1-gons together would produce a cylinder. It is
also clear that ℓG (4) = ℓG (m<2Σ). We can represent W = m3%1 = m3%2 by Figure 3.14b .
This implies that ℓG (m<1Σ) ≥ ℓG (m<2Σ) + ℓG (W) and therefore, using this to calculate the
expression in the statement, we see that they agree.

• If 4 is adjacent to m<0Σ on both sides, we have one polygon around m<0Σ. We can then
represent m2% and m3% as in Figure 3.14c . In absence of bivalent vertices, backtracking
cannot occur around either side of 4. Therefore we have ℓG (m<0Σ) = ℓG (m2%) + ℓG (m3%) +
2ℓG (4). Comparing the expression for ℓG (4) with the expression in the statement, we see
they agree.

�

This lemma shows that we can reconstruct edge lengths from lengths of simple closed curves,
which in turn proves that Theorem 3.2.3 holds when restricted to the closure of a cell. To fully
reconstruct the ribbon graph (i.e. determine in which cell we are) from just the lengths of simple
closed curves, we use the characterisations of small pairs of pants and their relation to edges in
the embedded graph.

Proof of Theorem 3.2.3 . We can now exhibit a global inverse on the image of the combinatorial
length spectrum map ℓ∗ : T comb

Σ
(!) → RSΣ

+ . We first consider the following composition:

RSΣ
+ (R3

+)P
all
Σ R

Aall
Σ

≥0

_ ;_.

The first arrow associates to a length functional _ ∈ RSΣ
+ the functional on Pall

Σ
defined by

% ↦→ ®_(m%), where ®_(m%) is the ordered triples of boundary lengths (here we define _(m8Σ) = !8).
The second arrow associates to a functional ®_ on Pall

Σ
a functional on Aall

Σ
given by

U ↦−→

_1(%U)

(
�K

( ®_(%U)) − �K ( ®_(%U)) ) if U ∈ BΣ,<0,<

1
2_1(%U) �

K ( ®_(%U)) if U ∈ ℭΣ,<0
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II. The combinatorial model of the moduli space of curves

where %U = &<0 (U) and _1 is the first component of the triple ®_. Note that these are exactly
the expressions appearing in Lemma 3.2.13 .
Consider now the restriction to Im(ℓ∗). If _ = ℓ∗(G) for some G ∈ T comb

Σ
(!), we know from

Lemma 3.2.9 and Remark 3.2.10 that ;_, as a functional on Aall
Σ
, is supported on the complement

of those oriented arcs U homotopic to non-singular oriented leaves in the foliation associated to
G. These are in bijection with the oriented edges ofG. Forgetting about the orientation, consider
the finite collection (U1, . . . , U:) of all such arcs, choosing representatives that are pairwise
non-intersecting in Σ. This defines a proper simplex in the arc complex AΣ (see Section 3.1.2 ),
and taking the dual we obtain a ribbon graphGwith an embedding into Σ. We can equip it with
a metric, assigning the length ;_(U8) to the edge dual to U8 . This represents a point in T comb

Σ
(!),

so that we have a map
;∗ : Im(ℓ∗) −→ T comb

Σ (!).

By construction, ;∗ ◦ ℓ∗ = id. Thus, ℓ∗ is injective.
Themap ℓ∗ is clearly continuous, since the lengths of simple closed curves are linear combinations
of lengths of edges. The inverse map ;∗ is also continuous on the ℓ∗-image of each cell, since we
realised the edge lengths as piecewise linear (and thus continuous) functions of the length of
locally finitely many simple closed curves. This completes the proof. �

3.3 — Cutting and gluing

Before describing the Dehn–Thurston coordinates, which in this setting we will call combinato-
rial Fenchel–Nielsen coordinates, we need the notion of cutting a combinatorial structure along
an essential simple closed curve, and the reciprocal notion of gluing combinatorial structures
along boundary components of the same length. In the context of measured foliations, this
was already considered by Thurston. However, the main difference with [FLP12 ] is in the
gluing: the combinatorial Teichmüller space does not contain measured foliations with saddle
connections, but saddle connections can be created from the gluing process. The main result of
this section, Proposition 3.3.4 , is the analysis of these “pathological gluings”, which turn out to
occur only for a negligible set of twists.
Cutting. Consider a bordered surface Σ, fix G ∈ T comb

Σ
and W an essential simple closed curve.

We want to define a combinatorial structure on the surface ΣW obtained by cutting Σ along
a chosen representative of W. To this end, choose a representative (G, 5 ), so that we have an
induced structure of measured foliation on Σ. If necessary, perform a minimal sequence of
local Whitehead moves in small disc neighbourhoods of the vertices, in such a way that W is
transversal to the resulting foliation. We then restrict the measured foliation to ΣW , which is
induced from a unique metric ribbon graphGW with an embedding which up to isotopy does
not depend on the choices made. This defines a combinatorial structure GW ∈ T comb

ΣW
.

Cutting also makes sense when W is a primitive multicurve, and it is equivalent to cutting along
each component of W in an arbitrary order. Note that the lengths of edges after cutting are
again linear combinations of the edge lengths which agree on the closure of the open cells. This
shows that the cutting, viewed as a map T comb

Σ
→ T comb

ΣW
, is continuous. See Figure 3.15 and

Figure 3.16 for a local illustration of the cutting, and Appendix A for some global examples.
Gluing. Consider a bordered surface Σ, possibly disconnected, with a choice of two boundary
components W− and W+. Let G ∈ T comb

Σ
be such that ℓG (W−) = ℓG (W+). We want to define
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•

•

•

•

•

•

Figure 3.15: Cutting/gluing algorithm: the combinatorial structure G (in red) pictured with the
singular leaves (in blue), and the curve W (in green).

• •
•

••
•
•

•

Figure 3.16: Cutting/gluing algorithm for vertices of higher valency. Two Whitehead moves are
performed.

a combinatorial structure on the surface obtained by topologically gluing W− and W+. Fix a
representative (G, 5 ), so that we have an induced structure of a measured foliation F on Σ.
First, we observe that once we pick a point ?− on W−, there is a unique action of R on W− which
preserves the induced measure and orientation on W−. We let ?g− be the image of ?− under the
action of g ∈ R. Pick now a point ?+ on W+, and identify W− with W+ in a measure preserving
way, such that ?g− is identified with ?+ in an orientation reversing way. This means that we have
a unique measured foliation Fg induced on the glued surface, which we denote Σg .

3.3.1 — Admissible gluings

What is not clear from the above construction is whether the measured foliationFg is associated
to a combinatorial structure on Σg . If this is true, we call such g an admissible twist. We refer
to Figure 3.15 and Figure 3.16 – read from right to left – for a local illustration of the gluing,
Appendix A for some global examples, and Figure 3.17 for an example of Fg that is not
associated to a combinatorial structure.

Proposition 3.3.1. There exists a unique metric ribbon graph Gg and a unique isotopy class of
marking 5 : Σg → |Gg | such that the measured foliation induced on Σg agrees with Fg if and
only ifFg has a representative without saddle connections, i.e. no leaf between two singularities.

Proof. Perform a maximal sequence of Whitehead moves, i.e. that reduces the connected
components of the the compact singular leaves to a graph with one vertex. Let Λ(Fg) be the
set of leaves of Fg , and define Σ̂g = { _ ∈ Λ(Fg) | _ ∩ mΣg ≠ ∅ } (cf. Figure 3.17 ). Then from
Poincaré recurrence [FLP12 , Theorem 5.2] this is nothing but the union of all leaves which go
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•

•

•

•

• •
?g−

?+

W− W+

Σ

•

•

•

•
Σg

Σ̂g

Figure 3.17: A glued measured foliation that is not dual to a combinatorial structure. Notice
in grey Σ̂g , that is properly contained in Σg , and the presence of saddle connections on the
boundary of Σ̂g that cannot be removed by Whitehead moves.

from boundary to boundary together with the finitely many leaves which connect the boundary
to a singular point of Fg (i.e. no leaves starting from the boundary spiral in the surface). If
Σ̂g = Σg , then Fg has no closed singular leaves and we see that the singular leaves of Fg split
the surface into hexagons, which in turn determinesGg uniquely and its marking up to isotopy.
If not, choose a good atlas for Fg as defined in [FLP12 , Section 5.2], and observe that the
complement of the singular leaves in Σ̂g is a finite disjoint union of squares (8, each with a
non-singular foliation transverse to two open arcs of the boundary of Σg , running between
endpoints of the singular leaves in Σ̂g , and such that (̄8 − (8 ⊂ Σg are made up of a finite number
of compact singular leaves ofFg . But since we are assuming Σ̂g ≠ Σg , there must be at least one
of these which connects two singular points in the interior of Σg . As we took a representative
ofFg with one singular point for each connected component of the compact singular leaves, we
see that this implies there must be a cycle of singular leaves which cannot define a combinatorial
structure. �

We observe that, even though the foliation associated to G has no saddle connections, they may
occur for Fg as a result of the gluing process. However, Proposition 3.3.1 together with the
next result imply that this is generically not the case, and that it is never the case for G-strictly
small pairs of pants.

Lemma 3.3.2. Let G be such that every vertex around W− has exactly one singular leaf reaching
W− and no singular leaf reaching W+. Then all twists g ∈ R are admissible. The same statement
holds if we exchange W− and W+.

Proof. Under such hypothesis, all smooth leaves starting from W− end at a boundary component
of Σ that is neither W− nor W+. Therefore for every twist g, we glue the singular leaves to leaves
of W+ which immediately reach a boundary component of mΣg . Gluing the singular leaves of W−
can result in the creation of a leaf which returns back to W+ again. This however corresponds
two gluing to leaves of W+ which immediately reach a boundary component of mΣg . �

Corollary 3.3.3. Let Σ be a bordered surface of Euler characteristic jΣ < −1, take % ∈ PΣ,<0

for some <0 ∈ {1, . . . , =}, G ∈ T comb
Σ

, and consider the operation of cutting along m% ∩ Σ◦,
twisting and gluing back. If % is G-strictly small, then any twist g ∈ Rc0 (m%∩Σ◦) is admissible.
The same is true if Σ = ) and we self-glue after twisting the pair of pants obtained from ) by
cutting along W ∈ S) .

Proposition 3.3.4. For G ∈ T comb
Σ

with ; = ℓG (W−) = ℓG (W+) the set of admissible twists is an
open dense subset of R with countable complement.
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Weneed the result of the following lemmabefore proving the proposition. Let (− = { ℓ−1 , . . . , ℓ−" }
and (+ = { ℓ+1 , . . . , ℓ+# } be the finite sets of lengths of edges inG into which W− and W+ decompose
into respectively. Without loss of generality, assume that ?− and ?+ are contained in singular
leaves of G.

Lemma 3.3.5. If we choose the points ?± such that g = 0 identifies two singular leaves, then
for g ∉ spanQ((− ∪ (+), Fg has a Whitehead representative with no singular leaf between two
singularities.

Proof. Denote by W the curve in Σg which is the image of W±, and identify W ∼ R/;Z where
; = ℓG (W−) = ℓG (W+) and 0 corresponds to a singular leaf on the W+ side. Consider a point ? ∈ W.
If we follow along the leaf passing through ? (in either the W+ side or the W− side of the glued
surface) until it gets back to W at a point ?′, we find that there exists some ' ∈ spanZ((− ∪ (+)
for each of the following cases, such that

• ?′ = −? + ', for a leaf going from W+ to W+;

• ?′ = −? + 2g + ', for a leaf going from W− to W−;

• ?′ = ? + g + ', for a leaf going from W+ to W−;

• ?′ = ? − g + ', for a leaf going from W− to W+.

Indeed, we firstly notice that all singular leaves on the W+ side are identified as some points in
spanZ((+), while on the W− side they are identified as some points in g + spanZ((−).
Suppose first that ?′ is obtained from ? by following a leaf going from W+ to W+ (see left of
Figure 3.18 ). We notice that ? is given by ? = '0 + 0, where '0 ∈ spanZ((+) is the distance
from the chosen singular leaf at 0 to the singular leaf just before ? on the W+ side, and 0 ≥ 0.
Then, following the leaf, we find that the singular leaf just before ? becomes the singular leaf
just after ?′, and ?′ = '1 − 0 = −? + ('0 + '1) where '1 ∈ spanZ((+) is the distance from the
chosen singular leaf at 0 to the leaf just after ?′ (following the orientation of W+). In particular,
we obtain the claim with ' = '0 + '1 ∈ spanZ((+).
Similarly, suppose now that ?′ is obtained from ? by following a leaf going from W− to W+ (see
right of Figure 3.18 ). Now we have ? = '0 + g + 0, where '0 ∈ spanZ((−) and 0 > 0 (here the
singular leaf just before ? on the W− side is at distance '0 + g from the chosen singular leaf at
0). Then, following the leaf, we find that the singular leaf at '0 + g is identified with a singular
leaf at distance '1 ∈ spanZ((+) from the chosen singular leaf at 0. Therefore ?′ = '1 + 0 =

? − g + ('0 − '1). Thus, the claim with ' = '0 − '1 ∈ spanZ((− ∪ (+).
The other cases follow similarly. Now, if ? is a point at a singular leaf on the W± side, we see
by induction that, after gluing, the singular leaf passes through W at some other points of the
form ±(? ∓ =g) + ' for some = ∈ Z+ and ' ∈ spanZ((− ∪ (+). This implies that, if Gg has
two singular points connected by a leaf, then a non-zero integral multiple of g is contained in
spanZ((− ∪ (+), or equivalently g ∈ spanQ((− ∪ (+). �

Proof of Proposition 3.3.4 . We first show that the set of admissible twists is an open subset ofR.
Consider g ∈ R an admissible twist, and denote by Gg the associated combinatorial structure.
For each edge 4 of Gg , let =W (4) be the number of times which W travels through the edge 4. If
we take g′ such that |g′ − g | < n , then we see that the distance between the two singularities
of the foliation changes by at most n=W (4) (cf. Figure 3.19 ). This also holds at the boundary
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W+

W−

••0

g

'0 ? ?′ '1

0

W+

W−
••0

g '0+g ?

?′'1

0

Figure 3.18: Examples of leaf dynamics, induced on W by the foliation F. The singular leaves
before gluing are depicted in blue, the leaf connecting ? and ?′ in grey (here it is depicted as
a smooth leaf, i.e. 0 > 0). In between the two fully depicted singular leaves there is a strip of
smooth leaves all homotopic to each other.

•
•

W−
W+

W−
W+

W+
W−

•
•

W−
W+

W−
W+

W+
W−

Figure 3.19: A combinatorial structure G glued to Gg and Gg
′ for |g − g′ | small. The singular

leaves of G are shown in blue. After gluing, they are prolonged with the purple leaves in Gg ,
and with the light blue leaves in Gg

′. The dotted lines indicate the identification of W− and W+
for g and g′.

of the cells, when we have vertices of higher valency whose original distance would be zero.
Therefore, if we choose n > 0 smaller than

min
4

ℓG (4)
=W (4)

where 4 runs over the edges of Gg visited by W, then all singularities stay at the same or at a
positive distance from each other. These lengths are realised by curves homotopic to the original
length realising curve. As a consequence,Fg′ cannot admit a cycle of singular leaves connecting
singularities, and thus g′ is an admissible twist. The countable complement property follows
from Lemma 3.3.5 . �

We remark that the set of non admissible twists can have accumulation points, and its set of
accumulation points can be non isolated. However what is crucial for the next chapter is that
the non-admissible twists form a measure-zero set in R.

3.4 — Combinatorial Fenchel–Nielsen coordinates

With the notions of cutting and gluing in the combinatorial spaces defined, we have the key tools
to adapt the definition of Dehn–Thurston coordinates to our framework. The main difference
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• •

(a)

•

(b)

•
•

(c)

•

(d)

•
•

(e)

•

(f)

•
•◦

(g)

Figure 3.20: Combinatorial seams (in orange) on each cell of T comb
%

. The singular leaves are
depicted in blue.

with the hyperbolic setting is that the image of such a coordinate system does not cover the
whole codomain, and this is due to the fact that certain (rare) values of the twists are forbidden.

3.4.1 — Seams and pants decompositions

Firstly, we need a technical ingredient, the pants seams, that allows us to define a canonical way
of gluing pairs of pants. The following definition is can be found in [FLP12 , Section 6.3].

Definition 3.4.1. Consider a combinatorialmarking (G, 5 ) on a pair of pants %, with associated
foliation F. Define the combinatorial seam connecting two distinct boundary components W
and W′ of % to be the quasitransverse arc connecting W and W′, as indicated in Figure 3.20 . In the
cases 3.20c –3.20g , the seams are smooth leaves, located at exactly the same distance from the
adjacent singular leaves.

We remark that the combinatorial seam realises the minimum among lengths of all essential
arcs connecting one boundary component to another (the length can be zero). For a point
(!1, !2, !3) ∈ R3

+ � T comb
%

, the length of the seam connecting m1% and m2% is given by the
formula

ℓcomb(!1, !2, !3) =
[
!3 − !1 − !2

2

]
+
, (3.4.1)

while the length of a seam connecting m1% to itself is given by

ℓcomb(!1, !2, !3) =
[
!2 + !3 − !1

2

]
+
+

[
!2 − !1 − !3

2

]
+
+

[
!3 − !1 − !2

2

]
+

= max

{
!2 + !3 − !1

2
, !2 − !1, !3 − !1, 0

} (3.4.2)

Notice that for a hyperbolic marking (-, i) on %, there exists a notion of hyperbolic seam
connecting W and W′, that is the shortest geodesic arc connecting the boundary components W
and W′. On the other hand, we can consider the combinatorial marking (G, 5 ) on % associated
to (-, i) defined through the spine map of Definition 3.1.10 . The next elementary lemma, of
which we omit the proof, shows that the hyperbolic and combinatorial seams are the same arcs.
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II. The combinatorial model of the moduli space of curves

Lemma 3.4.2. Consider a hyperbolic marking (-, i) on %, and the associated combinatorial
marking (G, 5 ). Through their aforementioned identification, the hyperbolic and combinatorial
seams connecting two boundary components of % coincide.

Remark 3.4.3. In the hyperbolic case, for a point (!1, !2, !3) ∈ R3
+ � T% , the hyperbolic length

of the seam connecting m1% and m2% is given by the formula

cosh
(
ℓhyp(!1, !2, !3)

)
=

cosh( !32 )
sinh( !12 ) sinh(

!2
2 )
+ coth( !12 ) coth(

!2
2 ), (3.4.3)

while the hyperbolic length of a seam connecting m1% to itself is given by

cosh2
(
ℓhyp(!1, !2, !3)

2

)
sinh2( !12 ) =

= cosh2( !12 ) + cosh
2( !22 ) + cosh

2( !32 ) + 2 cosh(
!1
2 ) cosh(

!2
2 ) cosh(

!3
2 ) − 1.

(3.4.4)

Equations (3.4.1 )–(3.4.2 ) and can be recovered from Equations (3.4.3 )–(3.4.4 ) by taking the
following limit:

lim
V→+∞

ℓhyp(V!1, V!2, V!3)
V

= ℓcomb(!1, !2, !3). (3.4.5)

This is not a coincidence: in fact, in Chapter 6 we will systematically study a rescaling flow
on Teichmüller space, and shown that many hyperbolic quantities equal the corresponding
combinatorial ones in such a limit.

3.4.2 — Combinatorial Fenchel–Nielsen coordinates as global coordinates

Recall from Definition 2.4.8 the notion of a pants decomposition (P,S) of a bordered surface
Σ of type (�, =):

• a maximal collection of simple closed curves P = (W1, . . . , W3�−3+=) cutting Σ into pairs of
pants,

• a collection of curves and arcs S, that specifies three disjoint arcs connecting boundary
components of each pair of pants of P.

Fix once and for all a seamed pants decomposition (P,S) on Σ. We define the length parameters
of a point G ∈ T comb

Σ
to be the tuple of positive real numbers

ℓ(G) =
(
ℓ1(G), . . . , ℓ3�−3+= (G)

)
, (3.4.6)

where ℓ8 (G) = ℓG (W8).
As a first step towards the definition of twist parameters, consider a combinatorial marking
(G, 5 ) of a pair of pants % and an arc U connecting two distinct boundary components W and W′

of %. Let X be the combinatorial seam connecting W and W′, which depends on (G, 5 ) only as
specified in Definition 3.4.1 . Let %̃ be a universal cover of %. It contains lifts W̃ and W̃′ of W and
W′ respectively, which acquire an orientation from %̃. Let 3 = X ∩ W and 0 = U ∩ W. We choose a
lift 3̃ of 3 and call 0̃ the first lift of 0 met by travelling from 3̃ along W̃ following its orientation.
This determines lifts X̃ (resp. Ũ) of X (resp. U) starting from 3̃ (resp. 0̃). Now let 3̃ ′ = X̃ ∩ W̃′
and 0̃′ = Ũ ∩ W̃′. Consider the path 23̃′0̃′ along W̃

′ starting at 3̃ ′ and ending at 0̃′. The measured
foliation associated to (G, 5 ) lifts to a measured foliation F̃ on the universal cover, and we can
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measure the length of 23̃′0̃′ . We then set sgn(23̃′0̃′) = ±1 depending on whether the orientation
of 23̃′0̃′ agrees with the one of W̃′. We define the twisting number of U along W′ in % to be

C%U,W′ (G, 5 ) = sgn(23̃′0̃′) ℓF̃ (23̃′0̃′). (3.4.7)

The definition does not depend on the choice of 3̃, since all different choices are related by deck
transformations which leave C%

U,W′ (G, 5 ) fixed.

Given G ∈ T comb
Σ

, we define the 8-th twist parameter g8 (G) as follows. Fix a marking (G, 5 )
such that W8 is quasitransverse to the measured foliation induced by the marking. Let U8 be one
of the two arcs in S crossing W8. There are two pairs of pants & ′

8
and & ′′

8
(possibly the same)

on each side of W8, and U8 determines two arcs U′
8
= U8 ∩ & ′8 and U′′8 = U8 ∩ & ′′8 . The 8-th twist

parameter of G is defined to be

g8 (G) = C
&′
8

U′
8
,W8

(
G|&′

8
, 5 |&′

8

)
+ C&

′′
8

U′′
8
,W8

(
G|&′′

8
, 5 |&′′

8

)
. (3.4.8)

This twist parameter is invariant under isotopies, i.e. does not depend on the representative
of G. Besides, it does not depend on the choice of the arc in S crossing W8. This can be seen
by passing to the universal cover of a neighbourhood of W8 – cf. [FM11 , Section 10.6.1] for the
analogue in the hyperbolic case. Finally, it only depends on the homotopy class of U8, since a
different choice of representative would modify both C ′ and C ′′ by the same quantity, but with
different signs. Thus, we have well-defined twist parameters

g(G) =
(
g1(G), . . . , g3�−3+= (G)

)
. (3.4.9)

Notice that we may homotope the representative of U8 such that it is intersecting W8 at a vertex
of the combinatorial structure, showing that C ′ and C ′′ in (3.4.8 ) can be expressed as a sum of
edge lengths in G with half-integer coefficients. The half is coming from the definition of
combinatorial seams, which were required to be equidistant from the adjacent singular leaves in
the cells depicted in Figures 3.20c –3.20g .

Definition 3.4.4. Let Σ be a bordered surface of type (�, =) equipped with a seamed pants
decomposition (P,S). Combinatorial Fenchel–Nielsen coordinates relative to (P,S) is by
definition the map Φ! : T comb

Σ
(!) → R

3�−3+=
+ ×R3�−3+= defined by

Φ! (G) =
(
ℓ(G), g(G)

)
. (3.4.10)

Using the gluing we can establish the following result. The first part is an adaptation of
arguments by Dehn [Deh22 ], Thurston [FLP12 ] and Penner [PH92 ], who proved similar results
for the set of multicurves, measured foliations and train tracks respectively. The second part, i.e.
the zero-measure statement, will be crucial in Section 4.3 where we provide a general formula
to integrate mapping class group invariant functions.

Theorem 3.4.5.

1. For any ! ∈ R=
+ , the map

Φ! : T comb
Σ (!) → (R+ ×R)3�−3+= (3.4.11)

is a homeomorphism onto its image.
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II. The combinatorial model of the moduli space of curves

2. The image of Φ! is an open dense subset whose complement has zero measure. Moreover,
if Φ! (G) = (ℓ, g), then the image of the map g8 restricted to{

G ∈ T comb
Σ (!)

��� ℓ 9 (G) = ℓ 9 ∀ 9 , g: (G) = g: for : ≠ 8

}
(3.4.12)

has a complement of zero measure in R.

Proof. To prove the theorem, we use the gluing to construct a partial inverse map. More
precisely, define the partial map Ψ! : (R+ ×R)3�−3+= → T comb

Σ
(!) by setting

Ψ!
(
ℓ, g

)
= G,

where G is defined as follows.

• For each pair of pants bounded by curves in P, we assign boundary lengths defined by
the perimeter lengths ! ∈ R=

+ and the assigned lengths ℓ ∈ R3�−3+=
+ . This determines a

unique combinatorial structure on each pair of pants.

• We glue the pairs of pants along each W8 after twisting by g8 . The twist zero corresponds
to gluing the combinatorial seams of the pairs of pants together.

By partial map we mean that Ψ! is not defined on the whole of (R+ ×R)3�−3+=, as the gluing
does not always define an embedded metric ribbon graph. Notice also that Ψ! does not depend
on the order on which we glue the pairs of pants together.
We proceed nowwith the proof. Firstly notice that the definition of the twist parameters implies
that gluing with twist zero amounts to gluing all pairs of pants with matching seams. Also,
since gluing back a cut combinatorial structure gives back the original one, we can see that Ψ!
is defined on the image of Φ! and that Ψ! ◦ Φ! is the identity on T comb

Σ
(!). Hence, Φ! is a

bijection onto its image.
On the closure of each open cell, the length and twists are linear functions of the edge lengths.
Therefore, we have bijective linear functions that agree on boundaries of the open cells, and
therefore, the inverse has the same properties and is therefore continuous which shows that Φ!
is a homeomorphism onto its image.
Now to prove openess we note that given any pointG ∈ T comb

Σ
(!) there exists a neighbourhood

intersecting finitely many cells as there are finitely many ways to expand a singularity using
Whitehead equivalence. We can therefore construct a finite simplicial complex containing G as
a vertex such that the intersection of a :-cell of T comb

Σ
(!) is a union of :-dimensional simplices.

Then, as Φ! is linear on each cell and a homeomorphism onto it’s image, Φ! maps the simplicial
complex to a simplicial complex in (R+ ×R)3�−3+=.
A point on a finite simplicial complex in an Euclidean space of the same dimension is on the
boundary if and only if it is contained in a codimension one simplex that is on the boundary of
only one top-dimensional simplex. Every codimension one simplex containing G is contained
in two top-dimensional simplices and therefore Φ! (G) is in the interior of the image of the
simplex. Thus, Φ! is open.
Finally, notice that by gluing one curve at a time and using Proposition 3.3.1 and Lemma 3.3.5 

for each ! and ℓ, we can see that the image is dense and its complement has zero measure or,
more generally, that the set defined in Equation (3.4.12 ) has complement of zero measure in
R. �
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W

U

X

[

m1-

m4- m3-

m2-

W

X = U

[m)

Figure 3.21: The curves X and [ obtained from a curve W in the pants decomposition (we omit
the subscript), and an arc/simple closed curve U in S.

3.5 — A combinatorial (9� − 9 + 3=)-theorem

In this paragraph we establish a combinatorial analogue of the hyperbolic (9�− 9+ 3=)-theorem,
that is, any combinatorial structure can be reconstructed from the data of the combinatorial
lengths of (9� − 9 + 3=) simple closed curves. Similar computations can be found in [FLP12 ,
Exposé 6], where only measured foliations on closed surfaces are considered. These results are
used in Section 6.1 to compare the hyperbolic and combinatorial twists, and in Section 6.2 to
give a new proof of Penner’s formulae [Pen82 ] for the action of the mapping class group on
Dehn–Thurston coordinates.
Let Σ be of type (�, =) and fix a seamed pants decomposition (P,S), withP = (W1, . . . , W3�−3+=).
As in the hyperbolic case, each W8 determine a surface of type (0, 4) or (1, 1) in Σ, which in turn
determine two simple closed curve X8 and [8 (see Theorem 2.4.9 for the definition, or Figure 3.21 

for a quick reminder).

Theorem 3.5.1. Let Σ be a bordered surface of type (�, =) and (P,S) a seamed pants decompo-
sition. The following map is continuous and injective:

T comb
Σ (!) −→ R

9�−9+3=
+ , G ↦−→

(
ℓG (W), ℓG (X), ℓG ([)

)
. (3.5.1)

As a preparation to the proof, we present in Lemmas 3.5.2 and 3.5.4 closed formulae for ℓG (X8)
and ℓG ([8) in the (0, 4) and (1, 1) cases respectively. For this purpose we can work locally on
G|Σ8 with a fixed seamed pants decomposition, which we denote by ℓ8 = ℓG (W8), ℓ′8 = ℓG (X8) and
ℓ′′
8
= ℓG ([8).

Four-holed sphere

Let Σ8 = - be a four-holed sphere. We remove the index 8 from the notation of W8 , U8 , X8 and [8 ,
as well as ℓ8, ℓ′8 , ℓ

′′
8
and g8. Label by m1-, . . . , m4- the boundary components of - , so that W is

separating the components m1- and m4- from m2- and m3- , and U is connecting the components
m1- and m2- . Finally, denote !8 = ℓG (m8-).

Lemma 3.5.2. In the above setting, we have

ℓ′(ℓ, g) = max
{
!1 + !3 − ℓ, !2 + !4 − ℓ, 2|g | + "1,4(ℓ) + "2,3(ℓ)

}
, (3.5.2)

where "8, 9 (ℓ) = max
{
0, !8 − ℓ, ! 9 − ℓ,

!8+! 9−ℓ
2

}
. Further, ℓ′′(ℓ, g) = ℓ′(ℓ, g + ℓ).
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Proof. Let us assume that the ribbon graph underlying G is trivalent, fix a marking of it, and
cut G along the curve W. There are sixteen possibilities for the cut combinatorial structure: the
marked ribbon graph on each pair of pants can belong to each of the four top-dimensional cells
of the Teichmüller space of a pair of pants. Therefore, in order to check that Equation (3.5.2 )
holds for any G, it is sufficient to check that it is satisfied in each of the sixteen cases. By
symmetry considerations, the number of cases can actually be reduced to seven. We show the
detailed argument for three particularly representative cases out of those seven, and argue that
the other cases can be proven following the same strategy.
Firstly, suppose that !4 > !1 + ℓ and !3 > !2 + ℓ (see Figure 3.22a ). Then

max
{
0, !1 − ℓ, !4 − ℓ, !1+!4−ℓ2

}
= !4 − ℓ, max

{
0, !2 − ℓ, !3 − ℓ, !2+!3−ℓ2

}
= !3 − ℓ,

so the right-hand side of Equation (3.5.2 ) reduces to

max
{
!1 + !3 − ℓ, !2 + !4 − ℓ, 2|g | + !3 + !4 − 2ℓ

}
= 2|g | + !3 + !4 − 2ℓ.

In Figure 3.22b , a quasitransverse representative of X is shown. Its orange part has length
!4 − ℓ, its blue part has length !3 − ℓ, and its green part has length 2|g |. In the end, we have
ℓ′ = 2|g | + !3 + !4 − 2ℓ, which is consistent with Equation (3.5.2 ).
Secondly, suppose that !4 > !1 + ℓ and |!2 − !3 | < ℓ < !2 + !3 (see Figure 3.22c ). Then

max
{
0, !1 − ℓ, !4 − ℓ, !1+!4−ℓ2

}
= !4 − ℓ, max

{
0, !2 − ℓ, !3 − ℓ, !2+!3−ℓ2

}
=
!2+!3−ℓ

2 .

In this case, we also have !1 + !3 < !2 + !4, so the right-hand side of (3.5.2 ) reduces to

max
{
!1 + !3 − ℓ, !2 + !4 − ℓ, 2|g | + !4 − ℓ + !2+!3−ℓ2

}
= !2 + !4 − ℓ +

[
2|g | − !2+ℓ−!3

2

]
+
.

Suppose first that 2|g | < !2+ℓ−!3
2 , which is depicted in Figure 3.22d together with a quasitrans-

verse representative of X. The orange part of X has length !4 − ℓ, while the blue part of X has
length !2. Therefore

ℓ′ = !2 + !4 − ℓ = !2 + !4 − ℓ +
[
2|g | − !2+ℓ−!3

2

]
+
.

Suppose now that 2|g | > !2+ℓ−!3
2 , see Figure 3.22e . The orange part of X has length !4 − ℓ, the

blue part of X has length !2+!3−ℓ
2 , and the green part of X has length 2|g |. Thus:

ℓ′ = 2|g | + !4 − ℓ + !2+!3−ℓ2 = !2 + !4 − ℓ +
[
2|g | − !2+ℓ−!3

2

]
+
.

Again, in both cases Equation (3.5.2 ) is satisfied.
Thirdly, suppose that ℓ > !1 + !4 and |!2 − !3 | < ℓ < !2 + !3 (see Figure 3.22f ). Then

max
{
0, !1 − ℓ, !4 − ℓ, !1+!4−ℓ2

}
= 0, max

{
0, !2 − ℓ, !3 − ℓ, !2+!3−ℓ2

}
=
!2+!3−ℓ

2 .

Without loss of generality, we can assume that !1 + !3 > !2 + !4. Then, the right-hand side of
Equation (3.5.2 ) reduces to

max
{
!1 + !3 − ℓ, !2 + !4 − ℓ, 2|g | + !2+!3−ℓ2

}
= max

{
!1 + !3 − ℓ, 2|g | + !2+!3−ℓ2

}
.
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Figure 3.22: The three cases examined in the proof of Lemma 3.5.2 .105



II. The combinatorial model of the moduli space of curves

The case where 2|g | < !1 + !3−!2−ℓ2 is depicted in Figure 3.22g . The length of X is then

ℓ′ = !1 + !3 − ℓ = max
{
!1 + !3 − ℓ, 2|g | + !2+!3−ℓ2

}
.

In the case where 2|g | > !1 + !3−!2−ℓ2 , depicted in Figure 3.22h , the orange part of X has length
!2+!3−ℓ

2 , and the green part of X has length 2|g |, therefore

ℓ′ = 2|g | + !2+!3−ℓ2 = max

{
!1 + !3 − ℓ, 2|g | +

!2 + !3 − ℓ
2

}
.

In both cases, Equation (3.5.2 ) is satisfied.
The case of G with higher valencies can be obtained from the trivalent case by continuity of the
combinatorial lengths and twists. Lastly, since [ is obtained from X by performing a positive
Dehn twist along W, its length is given by ℓ′′ = ℓ′(ℓ, g + ℓ). �

The above lemma expresses the lengths ℓ′ and ℓ′′ as functions of the Fenchel–Nielsen coordinates
(ℓ, g). We can invert the perspective, expressing g as a function of ℓ, ℓ′ and ℓ′′.

Corollary 3.5.3. In the previous situation, we have

g =



1
2 (ℓ
′′ − "1,4 − "2,3) − ℓ if ℓ′ = ℓ∗,

−1
2 (ℓ
′ − "1,4 − "2,3) if ℓ′′ = ℓ∗,

1
2ℓ

(
ℓ′′−"1,4−"2,3

2

) 2
− 1

2ℓ

(
ℓ′−"1,4−"2,3

2

) 2
− ℓ

2 otherwise,

(3.5.3)

where ℓ∗ = max { !1 + !3 − ℓ, !2 + !4 − ℓ }.

Proof. Let us denote ? = 2|g | + "1,4 + "2,3 and @ = max { !1 + !3 − ℓ, !2 + !4 − ℓ }, so that
ℓ′ = max { ?, @ }. We claim that ℓ′ = @ implies 2|g | ≤ ℓ. If !2 + !4 ≥ !1 + !3, this comes from
the observation that @ = !2 + !4 − ℓ and ℓ′ = @ + [_]+ with

_ = ? − !2 − !4 + ℓ

= 2|g | − ℓ +max
{
ℓ − !4, !1 − !4, 0, !1−!4+ℓ2

}
+max

{
ℓ − !2, 0, !3 − !2, !3−!2+ℓ2

}
≥ 2|g | − ℓ.

If !1+!3 ≥ !2+!4, we rather have @ = !1+!3−ℓ and the claim follows by writing ℓ′ = @+ [`]+
with

` = ? − !1 − !3 + ℓ

= 2|g | − ℓ +max
{
ℓ − !1, 0, !4 − !1, !4−!1+ℓ2

}
+max

{
ℓ − !3, !2 − !3, 0, !2−!3+ℓ2

}
≥ 2|g | − ℓ.

Therefore, if ℓ′ = max { !1 + !3 − ℓ, !2 + !4 − ℓ }, we must have |g | ≤ ℓ/2, hence |g + ℓ | = g + ℓ.
From Equation (3.5.2 ) we then find ℓ′′ = 2|g + ℓ | + "1,4 + "2,3, and solving for g we get the
first case of (3.5.3 ). The case ℓ′′ = max { !1 + !4 − ℓ, !2 + !3 − ℓ } is similar. Finally, if none of
those conditions are satisfied, then ℓ′ = 2|g | + "1,4 + "2,3 and ℓ′′ = 2|g + ℓ | + "1,4 + "2,3. This
covers the last case in Equation (3.5.3 ). �
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•
•

!

(a)

•
•

!

(b)

Figure 3.23: The case examined in the proof of Lemma 3.5.4 .

One-holed torus

Let Σ8 = ) be a one-holed torus. We remove the index 8 from the notation of W8 , U8 , X8 and [8 , as
well as ℓ8 , ℓ′8 , ℓ

′′
8
and g8 , and denote ! = ℓG (m)).

Lemma 3.5.4. In the above setting, we have

ℓ′(ℓ, g) = |g | +
[
! − 2ℓ

2

]
+
. (3.5.4)

Further, ℓ′′(ℓ, g) = ℓ′(ℓ, g + ℓ).

Proof. As before, we assume G to be trivalent and we fix a marking. There are four cases,
corresponding to the four open cells of the Teichmüller space of the pair of pants we obtain
after cutting along W.
We detail the case of Figure 3.23a , where ! > 2ℓ. In Figure 3.23b , a quasitransverse representative
of X is shown. Its orange part has length !/2 − ℓ, its green part has length |g |. Thus, we find
ℓ′ = |g | + !/2 − ℓ, which is consistent with Equation (3.5.4 ) under the assumption ! > 2ℓ.
The other cases are analogous. Again, the formula extends to higher valency by continuity, and
since the curve [ is obtained from the curve X by performing a positive Dehn twist along W, its
length is given by ℓ′′ = ℓ′(ℓ, g + ℓ). �

Again, we can recover from the above Lemma an expression for the twist parameter g as a
function of the lengths ℓ, ℓ′ and ℓ′′. The proof is similar to the (0, 4) case.

Corollary 3.5.5. In a one-holed torus ) with the above setting, the twist parameter is given
as a function of (ℓ, ℓ′, ℓ′′) by

g =
1

2ℓ

(
ℓ′′ −

[
! − 2ℓ

2

]
+

) 2
− 1

2ℓ

(
ℓ′ −

[
! − 2ℓ

2

]
+

) 2
− ℓ

2
. (3.5.5)

Proof of the combinatorial (9� − 9 + 3=)-theorem

Proof of Theorem 3.5.1 . The map is clearly continuous. Further, if G,G′ ∈ T comb
Σ

(!) are
mapped to the same vector of lengths, then Corollaries 3.5.3 and 3.5.5 would give the same
length and twist parameters. As the combinatorial Fenchel–Nielsen map is a homeomorphism
into the image, we deduce that G = G′. This justifies the injectivity. �
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Chapter 4 — The symplectic structure

The Kontsevich symplectic form lK onMcomb
�,= (!) was originally introduced by Kontsevich in

[Kon92 ] as an ingredient in the proof of Witten’s conjecture. Its main feature is the connection
with intersection theory of M�,=: the symplectic volume of Mcomb

�,= (!) compute k-classes
intersections on the Deligne–Mumford compactification of the moduli space of curves:

+K
�,= (!) =

∫
Mcomb
�,= (!)

l
3�−3+=
K

(3� − 3 + =)! =
∑

:1,...,:=≥0
:1+···+:==3�−3+=

(∫
M�,=

=∏
8=1

k
:8
8

) =∏
8=1

!
2:8
8

2:8 :8!
. (4.0.1)

After we lift lK to a mapping class group invariant 2-form on T comb
Σ

(!), the main result of
this chapter is a combinatorial analogue of Wolpert’s formula [Wol85 ], expressing Kontsevich’s
form in terms of combinatorial Fenchel–Nielsen coordinates (see Theorem 4.2.1 for a more
precise statement).

Theorem 4.A. Combinatorial Wolpert formula Let Σ be a bordered surface of type (�, =), and
fix any combinatorial Fenchel–Nielsen coordinates (ℓ8 , g8) for T comb

Σ
(!). Then

lK =

3�−3+=∑
8=1

3ℓ8 ∧ 3g8 . (4.0.2)

In other words, we show that the Kontsevich form is compatible with cutting and gluing along
simple closed curves. As a direct consequence, we achieve an explicit integration formula for a
certain class of measurable functions on the combinatorial moduli space with respect to Kont-
sevich’s volume form (Proposition 4.3.1 ), constructed by summing over mapping class group
orbits of simple closed curve. This integration is the key operation that connects topological
and geometric recursion, and is the combinatorial analogue of Mirzakhani’s integration lemma
on the moduli space of bordered Riemann surfaces [Mir07a ].

4.0.1 — Relation with previous works

The strategy proposed here to prove the combinatorial Wolpert formula is parallel, mutatis
mutandi, to Wolpert’s original proof [Wol85 , Theorem 1.3] for the Weil–Petersson form. The
same holds for Mirzakhani’s integration lemma [Mir07a , Theorem 7.1].
In the context of measured foliations on closed surfaces, a similar result was proved by Pa-
padopoulos [Pap86a ; Pap86b ], where the space is equipped with Thurston’s symplectic structure.
Besides, we observe that the Kontsevich 2-form on T comb

Σ
is defined identically to Thurston’s

symplectic form onMF Σ, compare e.g. with [Bon96 , Section 3] in which one should consider
the train track dual to the trivalent ribbon graph: switches correspond to corners of the ribbon
graph and intersecting transverse arcs correspond to edges meeting at a vertex. Moreover, the
definition of combinatorial Fenchel–Nielsen coordinates on T comb

Σ
is identical to the definition

of Dehn–Thurston onMF Σ. Hence, adapting the proof of Theorem 4.A toMF Σ therefore
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II. The combinatorial model of the moduli space of curves

leads to the following result, which seems to be unnoticed in the literature (to the best of our
knowledge and also to our surprise): for every punctured punctured surface Σ, the Dehn–
Thurston coordinates are almost everywhere Darboux coordinates for Thurston symplectic
form onMF Σ.
We also remark that the our result, specifically the Hamiltonian property of the vector field
associated to the twisting along simple closed curves, generalises a result previously proved
locally in [BCSW12 , Lemma 3.2] for the special case of curves cutting out small pairs of pants.
To conclude, we note that another set of Darboux coordinates for lK have been constructed
by Bertola–Korotkin [BK20 ] from periods of quadratic differentials. Such coordinates are
a priori different, since they make sense at the level of moduli space (while our coordinates,
constructed via length and twist along simple closed curves, do not). An advantage of our
combinatorial Fenchel–Nielsen coordinates is their compatibility with the cutting and gluing
operations, which allows for the integration of function constructed via sums over simple closed
curves.

4.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 4.1 we recall the definition of Kontsevich’s form and its relation to the Deligne–
Mumford compactification of the moduli space of curves, and we lift his construction to
the combinatorial Teichmüller space.

• Section 4.2 proves the combinatorial Wolpert formula. The main technical step is to show
that the vector field associated to the twist along a simple closed curve is the Hamiltonian
vector field of the length function of the curve.

• We conclude in Section 4.3 with the aforementioned integration formula for certain
functions constructed by summing over mapping class group orbits of simple closed
curves.

4.1 — Kontsevich form

Consider a ribbon graph � of type (�, =). For each index 8 ∈ {1, . . . , =}, we make the choice of
a first edge 4 [8 ]1 on the 8-th face of �. We label the edges around the 8-th face by 4 [8 ]1 , . . . , 4

[8 ]
#8

following the orientation of the face, which is opposite to the orientation of the boundary.
Notice that every edge has a double label, as it bounds two faces or it appears twice in the cycle
of a single face.
Let now Σ be a bordered surface of type (�, =). On each cell of ℨΣ,� (!) ⊂ T comb

Σ
having � as

underlying graph, we have length functions

ℓ
[8 ]
9

: ℨΣ,� (!) −→ R+, ℓ
[8 ]
9
(G) = ℓG

(
4
[8 ]
9

)
. (4.1.1)

Definition 4.1.1. For each 8 ∈ {1, . . . , =}, consider the differential 2-form Ψ8 on the cell
complex T comb

Σ
(!), defined on each cell ℨΣ,� (!) by

Ψ8 =
∑

1≤:<<≤#8

3ℓ
[8 ]
:

!8
∧ 3ℓ

[8 ]
<

!8
. (4.1.2)

110



4. The symplectic structure

The form is Modm
Σ
-invariant (it depends only on the ribbon graph underlying the marking) and

we denote the induced form on the quotientMcomb
�,= (!) with the same symbol1.

It can be shown that the definition of Ψ8 does not depend on the choice of the first edge: the
difference between two possible choices is of the form !−2

8
3!8 ∧o8 for some differential 1-forms

o8 , and thus is zero along the fibresMcomb
�,= (!) of the perimeter map.

In Kontsevich’s original work [Kon92 ], completed by Zvonkine in [Zvo02 ], he related the above
differential forms to the geometry of certain circle bundles. This proves that the associated
cohomology class lies in the second cohomology ofMcomb

�,= (!) with rational coefficients (rather
than real coefficients.)

Definition 4.1.2. For each 8 ∈ {1, . . . , =}, define Scomb
8

as the space of ordered pairs (G, @)
where G ∈ Mcomb

�,= (!) and @ is a point belonging to an edge that borders the 8-th face of |G|.
Its topology is the one induced by the natural cell structure. This defines a topological circle
bundle Scomb

8
→Mcomb

�,= (!).

Theorem 4.1.3 ([Kon92 ; Zvo02 ]).

• The class [Ψ8] ∈ �2(Mcomb
�,= (!)) equals −21(Scomb

8
).

• Under the identificationM�,= � Mcomb
�,= (!), the pullback of Ψ8 extends continuously to

the Deligne–Mumford compactificationM�,= and the associated cohomology class equals
k8 ∈ �2(M�,=).

The above theorem gives a differential-geometric interpretation of the k-classes of the moduli
space of curves: theymeasure the variation of edge lengths around each face on the combinatorial
moduli space.

Definition 4.1.4. Define the Kontsevich 2-form on T comb
Σ

(!) as

lK =
1

2

=∑
8=1

!28 Ψ8 . (4.1.3)

Theorem 4.1.5 ([Kon92 ]). The differential form lK is non-degenerate when restricted to strata
corresponding to graphs with vertices of odd valency only.

A fortiori, lK descends to a symplectic form on the top-dimensional stratum ofMcomb
�,= (!),

that is denoted with the same symbol. In particular, we can define the Kontsevich measure

3`K =
l
3�−3+=
K

(3� − 3 + =)! . (4.1.4)

Strictly speaking, 3`K is not a volume form on the wholeMcomb
�,= (!), although it is a volume

form on the top-dimensional stratum. In any case, we have a notion of volume

+K
�,= (!) =

∫
Mcomb
�,= (!)

3`K, (4.1.5)

1See [Zvo02 , Section 5.2] for a discussion on the differential geometry of cell complexes. What we need here
is that the combinatorial Teichmüller spaces and the combinatorial moduli spaces have a well-defined notion of
polytopal differential forms, and that the associated polytopal de Rham cohomology groups coincide with the usual
cohomology groups over R. In particular, we can consider the cohomology class [Ψ8] ∈ �2 (Mcomb

�,= (!)).
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II. The combinatorial model of the moduli space of curves

where the integral is taken over the top-dimensional stratum. More precisely, if � is a trivalent
ribbon graph of type (�, =) and %� (!) ⊆ R��

+ is the polytope corresponding to those metrics
on � with fixed perimeter ! ∈ R=

+ , then we have

+K
�,= (!) =

∑
�∈R�,=
trivalent

1

|Aut(�) |

∫
%� (!)

3`K. (4.1.6)

We remark that, by abuse of notation, we are using the same symbol to denote the measure on
%� (!) and its quotient %� (!)/Aut(�).
Notice that the volumes are finite, because the pullback oflK extends continuously toM�,=. We
moreover remark that, from Definition 4.1.4 and Theorem 4.1.3 , the volumes are homogeneous
polynomial in !21, . . . , !

2
= of degree 3� − 3 + = with coefficients given by k-classes intersections:

+K
�,= (!) =

∑
:1,...,:=≥0

:1+···+:==3�−3+=

( ∫
M�,=

=∏
8=1

k
:8
8

) =∏
8=1

!
2:8
8

2:8 :8!
. (4.1.7)

It is useful to record the expression of the Kontsevich measure in terms of edge lengths.

Lemma 4.1.6. If � is a trivalent ribbon graph of type (�, =), let (;4)4∈�� be the edge lengths. We
have the equality of measures in R��

+

3`K ·
=∏
8=1

3!8 = 22�−2+=
∏
4∈��

3;4 . (4.1.8)

Proof. From [Kon92 , Appendix C] or [CMS11 ], we get

1

(3� − 3 + =)!

(
=∑
8=1

!28 Ψ8

) 3�−3+= =∏
8=1

3!8 = 25�−5+2=
∏
4∈��

3;4 .

Dividing on both sides by 23�−3+= yields the result. �

4.2 — A combinatorial Wolpert’s formula

The purpose of this section is to show that combinatorial Fenchel–Nielsen coordinates are
Darboux for lK.

Theorem 4.2.1. Let Σ be a bordered surface of type (�, =) and fix any combinatorial Fenchel–
Nielsen coordinates (ℓ8 , g8) for T comb

Σ
(!). Denote by ]! : ℨΣ,� (!) ↩→ T comb

Σ
(!) the inclusion of

a cell ℨΣ,� (!). We have

lK = ]∗!

(
3�−3+=∑
8=1

3ℓ8 ∧ 3g8

)
. (4.2.1)

The advantage of this formula is that, while the left-hand side is clearly pure mapping class
group invariant and it does not depend on the pants decomposition, the right-hand side has a
simple expression in terms of global coordinates and does not rely on the cells decomposition.
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4.2.1 — Symplectic properties of the twist

As mentioned in the introduction to the chapter, the main technical ingredient for the proof
is Proposition 4.2.3 : the vector field associated to the twist along a simple closed curve is the
Hamiltonian vector field of the length function of the curve. As mentioned in the introduction,
this is analogous to the situation in the hyperbolic case explored by Wolpert [Wol83 , Theo-
rem 1.3], and has the same flavour of a result in the space of measured foliations on closed
surfaces proved by Papadopoulos [Pap86a ; Pap86b ]. Moreover, Proposition 4.2.3 generalises
a result previously proved locally in [BCSW12 , Lemma 3.2] and only for very special curves
cutting out small pairs of pants.

To prove such a result, we need to understand how small changes in the twist parameter affect
the metric on the embedded ribbon graph. More precisely, fix G ∈ T comb

Σ
in an open cell, and W

an essential, simple closed curve. Notice that, from Proposition 3.3.4 , we can cut G along W and
glue it back after twisting by a small amount g ∈ R. In particular, since we are in an open cell, it
makes sense to talk about the vector field mg generated by infinitesimal changes in the twist.

To get an expression for mg , we observe that each time W passes along an edge, a twist by small g
has the effect of either adding g to the edge length, subtracting g to the edge length, or leaving
the edge length invariant (see the proof of Proposition 3.3.4 and Figure 3.19 ). This depends on
the direction taken by W at two consecutive vertices. Then one simply sums the changes in the
length of the edges visited by W. In the notation of Figure 4.1 (edges may appear twice along W),
the vector field describing the twisting along W is given by

mg =

�∑
8=1

(
m

mℓ
[18 ]
?8

− m

mℓ
[18 ]
@8

)
=

�∑
8=1

(
m

mℓ
[28 ]
A8

− m

mℓ
[28 ]
B8

)
, (4.2.2)

or in a more symmetric expression,

mg =
1

2

�∑
8=1

(
m

mℓ
[18 ]
?8

− m

mℓ
[18 ]
@8

+ m

mℓ
[28 ]
A8

− m

mℓ
[28 ]
B8

)
. (4.2.3)

To compute the contraction ]mglK, we need the following technical lemma. Note that an edge
4
[8 ]
? is either adjacent to two different faces i.e. 4 [8 ]? = 4

[ 9 ]
A for 8 ≠ 9 , or adjacent to the same face

on both sides i.e. 4 [8 ]? = 4
[8 ]
A for ? ≠ A .

Lemma 4.2.2. In the interior of a top-dimensional cell, we have with the above notations

]
m
[8 ]
? +m

[ 9 ]
A
lK =

#8∑
:=?+1

3ℓ
[8 ]
:
−
?−1∑
:=1

3ℓ
[8 ]
:
+

# 9∑
D=A+1

3ℓ
[ 9 ]
D −

A−1∑
D=1

3ℓ
[ 9 ]
D . (4.2.4)

Proof. We recall that lK = 1
2

∑=
8=1 !

2
8
Ψ8 and Ψ8 defined in 4.1.1 only involves edges around

the 8-th face. Consider first the case 4 [8 ]? = 4
[ 9 ]
A for 8 ≠ 9 . The interior product only receives

contributions from Ψ8 and Ψ 9 . The interior product with Ψ8 and Ψ 9 gives

2

!2
8

©«
#8∑

:=?+1
3ℓ
[8 ]
:
−
?−1∑
:=1

3ℓ
[8 ]
:

ª®¬ and
2

!2
9

©«
# 9∑

D=A+1
3ℓ
[8 ]
D −

A−1∑
D=1

3ℓ
[ 9 ]
D

ª®¬
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ℓ
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ℓ
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ℓ
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ℓ
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ℓ
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ℓ
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ℓ
[22 ]
B2
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Figure 4.1: A schematic picture of W used to calculate the vector field associated to the twist.
The labels can be redundant if W visits an edge multiple times.

respectively. Therefore we obtain Equation (4.2.4 ). In the second case, we have 4 [8 ]? = 4
[8 ]
A for

? ≠ A, and the interior product only receives a contribution from Ψ8. Assuming ? < A, the
interior product with Ψ8 is

2

!2
8

©«
A−1∑
:=?+1

3ℓ
[8 ]
:
+ 2

#8∑
:=A+1

3ℓ
[8 ]
:
− 2

?−1∑
:=1

3ℓ
[8 ]
:
−

A−1∑
:=?+1

3ℓ
[8 ]
:

ª®¬
=

2

!2
8

©«
#8∑

:=?+1
3ℓ
[8 ]
:
−
?−1∑
:=1

3ℓ
[8 ]
:
+

#8∑
D=A+1

3ℓ
[8 ]
D −

A−1∑
D=1

3ℓ
[8 ]
D

ª®¬ .
Therefore, once again, we obtain Equation (4.2.4 ). The case ? > A is similar. �

We are ready now to state the main property of the twist vector field: it is the Hamiltonian
vector field associated to the combinatorial length function ℓ : G ↦→ ℓG (W).

Proposition 4.2.3. On the top-dimensional cells of T comb
Σ

(!), we have

3ℓ = ]mglK. (4.2.5)

Proof. Fix a top-dimensional cell and suppose that W is given by the schematic of Figure 4.1 .
Then we have

3ℓ =

�∑
8=1

(
1

2
3ℓ
[18 ]
?8 +

1

2
3ℓ
[18 ]
@8 +

∑
?8≺:≺@8

3ℓ
[18 ]
:
+ 1

2
3ℓ
[28 ]
A8 +

1

2
3ℓ
[28 ]
B8 +

∑
A8≺D≺B8

3ℓ
[28 ]
D

)
,

where the symbol
∑
`≺_≺a indicates the sum over all edges of a certain face indexed by _, that

are between the edges indexed by ` and a, following the orientation of the face and excluding
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the extremes ` and a. Notice that the orientation of the face is opposite to the orientation of
the corresponding boundary. On the other hand, we can reduce the computation of ]mglK to
the insertion of the coordinate vector fields appearing in Equation (4.2.3 ).
Let us explain why this calculation leads to a well-defined answer. Notice first that Defini-
tion 4.1.2 of Ψ8 makes perfect sense on the whole T comb

Σ
, where the perimeter is not fixed, but

the definition depends on the choice of a first edge in the 8-th face. However, its pullback to
T comb
Σ

(!) is independent of such a choice. Secondly, observe that the vector fields m4 are defined
on T comb

Σ
but do not have a meaning on T comb

Σ
(!), as they do not preserve the boundary lengths

!. However, particular linear combinations of them, such as mg , do. Therefore, it is legitimate
to compute each contribution ]m4Ψ separately on T comb

Σ
(i.e. we can safely use Lemma 4.2.2 ),

then sum them up to obtain ]mglK, and eventually take the pullback to T comb
Σ

(!).
This said, a repeated use of Lemma 4.2.2 results in the following computation.

]mglK =
1

2

�∑
8=1

[ (
]
m
[18 ]
?8
+m[28 ]A8

)
lK −

(
]
m
[18 ]
@8
+m[28 ]B8

)
lK

]
=

1

2

�∑
8=1

[ ( #18∑
:=?8+1

3ℓ
[18 ]
:
−
?8−1∑
:=1

3ℓ
[18 ]
:
+

#28∑
D=A8+1

3ℓ
[28 ]
D −

A8−1∑
D=1

3ℓ
[28 ]
D

)
−

( #18∑
<=@8+1

3ℓ
[18 ]
< −

@8−1∑
<=1

3ℓ
[18 ]
< +

#28∑
{=B8+1

3ℓ
[28 ]
{ −

B8−1∑
{=1

3ℓ
[28 ]
{

) ]
=

�∑
8=1

(
1

2
3ℓ
[18 ]
?8 +

1

2
3ℓ
[18 ]
@8 +

∑
?8≺:≺@8

3ℓ
[18 ]
:
+ 1

2
3ℓ
[28 ]
A8 +

1

2
3ℓ
[28 ]
B8 +

∑
A8≺D≺B8

3ℓ
[28 ]
D

)
.

This indeed coincides with 3ℓ. �

4.2.2 — Proof of the combinatorial Wolpert’s formula

For a fixed oriented surface Σ, denote by Σ̄ the surface with opposite orientation. The following
lemma is based on the work of Wolpert [Wol85 , Lemma 1.1].

Lemma 4.2.4. Let Σ be a bordered surface, d : Σ→ Σ̄ be an isotopy class of orientation-reversing
diffeomorphism that restricts to the identity on the boundary. Fix W ∈ SΣ. Then d induces a
homeomorphism T comb

Σ
→ T comb

Σ̄
and

• d∗3ℓ(W) = 3ℓ(d ◦ W),

• d∗lK = −lK,

• if d fixes W, then d∗3g(W) = −3g(W) + <2 3ℓ(W) for some < ∈ Z.

Here 3g is the differential form dual with respect to lK to the vector field mg of Equation (4.2.3 ).

Proof. The map T comb
Σ

→ T comb
Σ̄

is simply the composition of d with the marking. It inverts
the orientations of all curves, but it fixes the length functions, hence the first point. Further, the
Ψ-classes are going to be calculated using the opposite orientation, which yields the sign for the
second point. The last point follows from the fact that the elements of Stab(W) are generated
by (half-) Dehn twists along curves that do not intersect W. Then, as d reverses the orientation
of the surface, 3g(W) acquires a sign from the orientation reversal and an ambiguity of 1

2Z3ℓ(W)
from potential (half-) Dehn twists along W. �
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We are now ready to give a proof of the combinatorial Wolpert’s formula.

Proof of Theorem 4.2.1 . Fix a seamed pants decomposition. We know that (ℓ8 , g8) give global
coordinates on T comb

Σ
(!). Therefore, on the top-dimensional cells

lK =
∑
8< 9

08 9 3ℓ8 ∧ 3ℓ 9 +
∑
8< 9

18 9 3g8 ∧ 3g9 +
∑
8, 9

28 9 3ℓ8 ∧ 3g9

for some functions 08 9 , 18 9 and 28 9 . Notice that from Proposition 4.2.3 we have

]mg8lK =
∑
8< 9

18 9 3g9 −
∑
9<8

1 98 3g9 +
∑
9

2 98 3ℓ 9 = 3ℓ8 ,

and hence 18 9 = 0, 28 9 = X8 9 . Finally, if d is the isotopy class of an orientation-reversing
diffeomorphism fixing W8 , we have

d∗
( m
mℓ8

)
=

m

mℓ8
+ <8

2

m

mg8
.

Therefore from Lemma 4.2.4 , for 8 < 9 , we find

08 9 = lK

(
m

mℓ8
,
m

mℓ 9

)
= lK

(
m

mℓ8
+ <8

2

m

mg8
,
m

mℓ 9
+
< 9

2

m

mg9

)
= lK

(
d∗

m

mℓ8
, d∗

m

mℓ 9

)
= d∗lK

(
m

mℓ8
,
m

mℓ 9

)
= −lK

(
m

mℓ8
,
m

mℓ 9

)
.

and thus 08 9 = 0. This proves the result on the top-dimensional cells. To extend it to cells
]! : ℨΣ,� (!) ↩→ T comb

Σ
(!) of positive codimension, we can consider it at the boundary of a

top-dimensional cell. Then ]∗
!
simply sets 3ℓ4 = 0 for each edge 4 of zero length on the boundary

of the top-dimensional cell. This has exactly the same affect as excluding such edges from the
sum in Definition 4.1.1 of Ψ8, which coincides with the definition of Ψ8 on cells of positive
codimension. �

4.3 — Integration over the combinatorial moduli spaces

In this section we establish an integration result, analogous to [Mir07a , Theorem 7.1] for
(M�,= (!), lWP), exploiting the symplectic structure of (Mcomb

�,= (!), lK) via the combinatorial
Wolpert formula (4.2.1 ). This improves the results of [BCSW12 , Theorem 1.1], which in fact
can be extended from their original use to the integration of functions with support restricted2

to “small pairs of pants”.
Let us introduce some notation. Consider a bordered surface Σ of type (�, =) and let W be
a primitive multicurve with ordered components (W 9):9=1. We denote by Γ the orbit Modm

Σ
.W

(although it is not important for what follows, such an object can be seen as a stable graph with
ordered edges). Furthermore, consider an assignment

Σ′ ↦−→ ΞΣ′ ∈ Mes(T comb
Σ′ , `K) (4.3.1)

2This restriction on the support is related to the one appearing, e.g., in Equation (5.2.9 ).
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of a measurable function on the combinatorial Teichmüller space to each bordered surface Σ′

diffeomorphic to the cut surface ΣW . We assume that for any diffeomorphism q : Σ′ → Σ′′

which preserves the labelling of the boundary components, we have q∗ΞΣ′ = ΞΣ′′ where q∗ is
the map induced between the combinatorial Teichmüller spaces. In particular, ΞΣ′ is invariant
under the action of Modm

Σ′ and descends to a function ΞΓ on the moduli space

Mcomb
Γ =

∏
{∈c0 (ΣW)

Mcomb
�({) ,=({) , (4.3.2)

which depends on Γ only. We can decompose c0(mΣ′) = c0(W) t c0(W) t c0(mΣ), so it makes
sense to consider3Mcomb

Γ
(ℓ, ℓ, !). We further assume that, for almost every (ℓ, !) ∈ R:

+ ×R=
+ ,

ΞΓ is integrable with respect to the Kontsevich measure onMcomb
Γ
(ℓ, ℓ, !), and we denote

〈ΞΓ〉(ℓ, ℓ, !) =
∫
Mcomb

Γ
(ℓ,ℓ,!)

ΞΓ 3`K. (4.3.3)

Finally, consider a measurable function 5 : R=
+ ×R:

+ → R and define a new function Ξ
5 ,Γ

Σ
on

T comb
Σ

by setting
Ξ
5 ,Γ

Σ
(G) =

∑
U∈Γ

5
( ®ℓG (mΣ), ®ℓG (U)) ΞΣU (G|ΣU), (4.3.4)

where ®ℓG (mΣ) = (ℓG (m8Σ))=8=1 and ®ℓG (U) = (ℓG (U 9)):9=1. When the series (4.3.4 ) is absolutely
convergent, it defines a Modm

Σ
-invariant function, which descends to a function Ξ

5 ,Γ
�,= on the

moduli spaceMcomb
�,= .

Proposition 4.3.1. Assume that the series (4.3.4 ) is absolutely convergent, and that for almost
every ! ∈ R=

+ its limit is integrable with respect to `K onMcomb
Σ
(!). Assume as well that for

almost every (!, ℓ) ∈ R=
+ × R:

+ the function ΞΓ is integrable onMcomb
Γ
(ℓ, ℓ, !) with respect to

the Kontsevich measure. Then∫
Mcomb
�,= (!)

Ξ
5 ,Γ
�,= 3`K =

∫
R:+

5 (!, ℓ) 〈ΞΓ〉(ℓ, ℓ, !)
:∏
9=1

ℓ 9 3ℓ 9 . (4.3.5)

Proof. We adapt Mirzakhani’s proof of [Mir07a , Theorem 7.1], which concerned the hyperbolic
setting with ΞΣ′ = 1, functions 5 (!, ℓ) = � (ℓ1 + · · · + ℓ:) and W a primitive multicurve with
unordered components. Because the components are ordered, our formula does not contain
automorphism factors. The main difference is instead that, in the combinatorial setting, we
have to remove the zero measure set of pathological twists.
Consider the space

Mcomb,Γ
�,= (!) = T comb

Σ (!)
/ :⋂
9=1

Stab(W 9),

where Stab(W 9) is the stabiliser of W 9 in Modm
Σ
. We denote by ΠΓ : Mcomb,Γ

�,= (!) → Mcomb
�,= (!)

the natural projection. Notice that

Mcomb,Γ
�,= (!) �

{
(G, U)

��� G ∈ Mcomb
�,= (!), U ∈ Γ

}
.

3As explained in Section 2.4.1 , the boundary components of the cut surface are labeled in a specific way.
Thus, with the symbolMcomb

Γ
(ℓ, ℓ, !), we mean the product of moduli spaces with fixed boundary lengths from

ℓ1, . . . , ℓ: , !1, . . . , != ordered in such a way that they match the labeled boundary components of the cut surface.
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II. The combinatorial model of the moduli space of curves

Since the symplectic structure on T comb
Σ

is invariant under the action of the pure mapping
class group, it induces a symplectic structure onMcomb,Γ

�,= (!), which is the same as the pullback(
ΠΓ

) ∗
lK. We denote the associated measure by `ΓK.

Consider now the map T comb
Σ

(!) → R:
+ given by the tuple of combinatorial lengths of the

components of W. It descends to a map LΓ : Mcomb,Γ
�,= (!) → R:

+ , and let Mcomb,Γ
�,= (!) [ℓ] =

(LΓ)−1(ℓ) be the level sets for ℓ ∈ R:
+ . We have a map

Π : Mcomb,Γ
�,= (!) [ℓ] −→ Mcomb

Γ (ℓ, ℓ, !) (4.3.6)

defined in the natural way: given an element (G, U) ∈ Mcomb,Γ
�,= (!) [ℓ], we take a lift G ∈

T comb
Σ

(!) ofG, we restrictG to the cut surface ΣU as explained in Section 3.3 and we project the
restriction to the moduli spaceMcomb

ΣU
(ℓ, ℓ, !) �Mcomb

Γ
(ℓ, ℓ, !). The result does not depend on

the choice of the lift G since we are projecting to the combinatorial moduli space of ΣU after
restriction.

Notice that the spaces on both sides of (4.3.6 ) have a natural measure:Mcomb,Γ
�,= (!) [ℓ] is equipped

with the disintegration of `ΓK along LΓ, andMcomb
Γ
(ℓ, ℓ, !) with its Kontsevich measure. By

construction of (4.3.4 ) and the property of disintegration,∫
Mcomb
�,= (!)

Ξ
5 ,Γ
�,= 3`K =

∫
Mcomb,Γ
�,= (!)

( 5 ◦ LΓ) · (ΞΓ ◦ Π) 3`ΓK

=

∫
R:+

5 (!, ℓ)
(∫
Mcomb,Γ
�,= (!) [ℓ ]

(ΞΓ ◦ Π) 3`ΓK

)
:∏
9=1

3ℓ 9 .

(4.3.7)

We can complete W into a seamed pants decomposition and use the Fenchel–Nielsen coordinates
to describe the spaceMcomb,Γ

�,= (!) [ℓ]. The combinatorial Wolpert formula (4.2.1 ) implies that
the measure `ΓK has a product structure with respect to the fibration Π. Besides, the fibre of
G′ ∈ Mcomb

Γ
(ℓ, ℓ, !) is identified with an open subset of full measure in

∏:
9=1R/(2−t 9ℓ 9Z),

where

t 9 =

{
1 if W 9 separates off a torus with one boundary,
0 otherwise.

This follows from the description of the image of the Fenchel–Nielsen coordinates in Theo-
rem 3.4.5 . The factor of 2−t 9 in the case when W 9 separates off a torus with one boundary is
due to the fact that any element inMcomb

1,1 (!) comes with an elliptic involution, so Stab(W8)
contains the half-twist along W 9 and the fundamental region of the twist coordinate in the
combinatorial moduli space becomes [0, ℓ 9/2] minus a measure-zero set. So, for any open set
* ⊆ Mcomb

Γ
(ℓ, ℓ, !), we have

:∏
9=1

2−t 9
∫
Π−1 (* )

(ΞΓ ◦ Π) 3`ΓK =

:∏
9=1

2−t 9ℓ 9

∫
*

ΞΓ 3`K

whenever the functions we wish to integrate are integrable. We noticed that the integrals over
Mcomb

1,1 have an extra factor of 1
2 due to the presence of the elliptic involution, while such a

factor is not present onMcomb,Γ
�,= (!) [ℓ]. We must therefore include an extra factor 2−t 9 in the

right-hand side, and this cancels the factor of 2−t 9 coming from the half-twist. By a partition of
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unity argument, we obtain∫
Mcomb,Γ
�,= (!) [ℓ ]

(ΞΓ ◦ Π) 3`ΓK = 〈ΞΓ〉(ℓ, ℓ, !)
:∏
9=1

ℓ 9 ,

which we insert in (4.3.7 ) to complete the proof. �

Remark 4.3.2. In Mirzakhani’s work [Mir07a ] there is an unnatural convention for the integral
overM1,1(!) which does not include the factor of 1

2 coming from the elliptic involution. For
this reason, she finds an extra factor

∏:
9=1 2

−t 9 .

Remark 4.3.3. As briefly mentioned before, an equivalent way to state Proposition 4.3.1 relies
on the notion of stable graphs (see Definition 2.1.7 ). In this language, the set of connected
components of ΣW is the set+Γ of vertices of the stable graph with ordered edges Γ = Modm

Σ
.W, the

set of components of W descends to the set �Γ of edges of Γ, and the set of boundary component
of Σ is the set ΛΓ of leaves of Γ. With this notation, Equation (4.3.5 ) becomes∫
Mcomb
�,= (!)

Ξ
5 ,Γ
�,= 3`K =

∫
R
�Γ
+

5
(
(!_)_∈ΛΓ

, (ℓ4)4∈�Γ

) ∏
{∈+Γ
〈Ξ�({) ,=({)〉

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ43ℓ4 .

(4.3.8)
If in the above arguments we do not suppose that the components of the primitive multicurve
are ordered, then we have to include the automorphism factor |Aut(Γ) | dividing the right-hand
side of Equation (4.3.8 ). Moreover, if the multicurve is not primitive but comes with a weight
0 ∈ Z�Γ

+ , we rather have to consider the automorphism factor |Aut(Γ, 0) | of the weighted
multicurve.

Remark 4.3.4. By applying Fubini–Tonelli, we can get rid of the integrability assumption
for Ξ 5 ,Γ�,= if we suppose that each term in the series (4.3.4 ) is non-negative. In this case, the
disintegration property still holds in (4.3.7 ), and the result of Proposition 4.3.1 becomes an
equality between integrals taking values in [0, +∞].
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Chapter 5 — Functions from geometric recursion

Like the Weil–Petersson volumes ofM�,= (!), the Kontsevich volumes ofMcomb
�,= (!) satisfy

topological recursion in the sense of Eynard–Orantin. In particular, they can be computed
recursively in 2� − 2 + =. We demonstrate that this type of recursive relation (and many others)
can be obtained from aMirzahani-type identity (hence, before integration) on the combinatorial
Teichmüller space.

More generally, in this chapter we set up the geometric recursion to construct mapping class
group invariant functions on T comb

Σ
. As usual, let us denote by % a pair of pants and by ) a torus

with one boundary component, and let �, �, � be measurable functions on T comb
%

� R3
+, and

�) be a measurable function on T comb
)

which is mapping class group invariant. The following
result is Theorem 5.1.4 in the main text.

Theorem 5.A (Combinatorial GR is well-defined). If (�, �, �, �) are “admissible”, then the fol-
lowing definitions are well-posed, and assign functorially to any bordered surface Σ a measurable
function ΞΣ on T comb

Σ
, called (combinatorial) geometric recursion amplitude.

• Ξ% (G) = �( ®ℓG (m%)), and Ξ) = �) .

• If Σ = Σ1, . . . ,Σ: is a disjoint union, ΞΣ1t···tΣ: (G1, . . . ,G:) =
∏:
8=1 ΞΣ8 (G8).

• If Σ is connected and has Euler characteristic jΣ < −1, define ΞΣ via geometric recursion:

ΞΣ(G) =
=∑
<=2

∑
%∈BΣ,<

�
( ®ℓG (m%)) ΞΣ−% (G|Σ−%) +

1

2

∑
%∈CΣ

�
( ®ℓG (m%)) ΞΣ−% (G|Σ−%). (5.0.1)

where BΣ,< and CΣ are the sets of homotopy classes of embedded pairs of pants in Σ

appearing in Mirzakhani’s identity (see Section 2.4 ), and G|Σ−% is the result of cutting the
combinatorial structure G and restricting it to Σ − %.

Further, the function ΞΣ is invariant under mapping classes of Σ preserving m1Σ.

By means of the integration result (Proposition 4.3.1 ), we show that integrating combinatorial
geometric recursion amplitudes automatically yields functions of boundary lengths that satisfy
topological recursion. If Σ is a connected bordered surface of type (�, =), let us denote by Ξ�,=

the function induced by ΞΣ onMcomb
�,= . The following result is Theorem 5.2.2 in the main text.

Theorem 5.B (TR from GR). Let (�, �, �, �) be “strongly admissible” initial data. Then the
integrals

〈Ξ�,=〉(!) =
∫
Mcomb
�,= (!)

Ξ�,= 3`K (5.0.2)
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exist and define measurable functions on ! ∈ R=
+ that satisfy topological recursion:

〈Ξ�,=〉(!1, . . . , !=) =

=

=∑
<=2

∫
R+

�(!1, !<, ℓ) 〈Ξ�,=−1〉(ℓ, !2 . . . , !̂<, . . . , !=) ℓ3ℓ

+ 1

2

∫
R2
+

� (!1, ℓ, ℓ′)
(
〈Ξ�−1,=+2〉(ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈Ξ�1,1+|�1 |〉(ℓ, !�1) 〈Ξ�2,1+|�2 |〉(ℓ′, !�2)
)
ℓℓ′3ℓ3ℓ′.

(5.0.3)

A similar result holds if, instead of integrating against `K, we sum over the latticeMcomb,Z
�,= (!) ⊂

Mcomb
�,= (!) consisting ofmetric ribbon graphswith integral edge lengths. This has no counterpart

in the hyperbolic world. Due to the existence of pathological twists for the gluing which,
although rare in the whole space, they could (and in fact sometimes do) hit the lattice, this is
only possible under extra conditions for the initial data � and �.

Theorem 5.C (Discrete TR from GR). Let (�, �, �, �) be such that � and � are “supported on
small pairs of pants”. Then the lattice sums

〈ΞZ
�,=〉(!) =

∑
G∈Mcomb,Z

�,= (!)

Ξ�,= (G)
|Aut(G) | (5.0.4)

define functions of ! ∈ Z=+ which are zero whenever
∑=
8=1 !8 is odd, and otherwise satisfy the

discrete topological recursion:

〈ΞZ
�,=〉(!1, . . . , !=) =

=

=∑
<=2

∑
ℓ≥1

ℓ �Z(!1, !<, ℓ) 〈ΞZ
�,=−1〉(ℓ, !2, . . . , !̂<, . . . , !=)

+ 1

2

∑
ℓ,ℓ′≥1

ℓℓ′�Z(!1, ℓ, ℓ′)
(
〈ΞZ
�−1,=+1〉(ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈ΞZ
�1,1+|�1 |〉(ℓ, !�1) 〈Ξ

Z
�2,1+|�2 |〉(ℓ

′, !�2)
)
,

(5.0.5)

where -Z(!1, !2, !3) is equal to - (!1, !2, !3) if !1 + !2 + !3 is an even integer and 0 otherwise.

We also prove the combinatorial analogue of Theorem 2.4.26 and Corollary 2.4.28 : the com-
binatorial length statistics of primitive multicurves is computed by geometric recursion for
twisted initial data, and its average over the moduli space is computed by topological recursion
and by a sum over stable graphs (cf. Theorem 5.4.1 and Corollary 5.4.3 in the main text). This
fact will be the starting point of Part III , where we analyse the enumeration of multicurves in
both the hyperbolic and combinatorial settings.
As applications of this general theory we can re-prove known results in a completely geometric
and uniform way, as well as obtaining new results. A key role for applications is played by
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5. Functions from geometric recursion

the combinatorial analogue of the Mirzakhani–McShane identity, whose proof transposes the
original strategy of Mirzakhani [Mir07a ] to the combinatorial world (where it is much simpler).

Theorem 5.D (Combinatorial Mirzakhani identity). Denote by [G]+ = max { G, 0 } and define
the Kontsevich initial data

�K(!1, !2, !3) = 1,

�K(!1, !2, ℓ) =
1

2!1

(
[!1 − !2 − ℓ]+ − [−!1 + !2 − ℓ]+ + [!1 + !2 − ℓ]+

)
,

�K(!1, ℓ, ℓ′) =
1

!1
[!1 − ℓ − ℓ′]+,

�K
) (G) =

∑
W∈S)

�K (
ℓG (m)), ℓG (W), ℓG (W)

)
,

(5.0.6)

where S) is the set of homotopy classes of essential simple closed curves in ) . The corresponding
geometric recursion amplitudes are the constant function 1 on T comb

Σ
for any bordered surface Σ:

1 =

=∑
<=2

∑
%∈BΣ,<

�K
( ®ℓG (m%)) + 1

2

∑
%∈CΣ

�K ( ®ℓG (m%)) . (5.0.7)

Combining this result with Theorem 5.B gives a new proof of the topological recursion for
Kontsevich volumes, whereas Theorem 5.C gives a new proof of the topological recursion for
the lattice point count. The former is equivalent to a proof of Witten’s conjecture. The latter is
a result known since Norbury [Nor10 ].
We conclude by giving a geometric description via the spine map of certain functions on
Teichmüller space that computes k-classes intersection, once integrated over the moduli space
against the Weil–Petersson measure.

5.0.1 — Relation with previous works

The above theorems are highly inspired by geometric recursion in the hyperbolic setting
[ABO17 ], which in turn is inspired by Mirzakhani’s identity [Mir07a ] and its relation with
topological recursion.
As of Witten–Kontsevich result, there are many known proofs. To the best of our knowledge,
the only geometric proof (i.e. a proof based on the geometry of the combinatorial moduli
space only) was proposed by Bennett–Cochran–Safnuk–Woskoff in [BCSW12 ]. In this regard,
the novel element of our work is firstly to make evident the connection of the partition of
unity of [BCSW12 , Section 4] with a Mirzakhani–McShane identity. Then the mechanism of
integration in [BCSW12 ], which relies on a local torus action and was valid only for functions
of restricted support such as the Kontsevich initial data, gets realised as a special case of the
more general Theorem 5.A , by means of the global combinatorial Fenchel–Nielsen coordinates
and of Theorem 5.B .
Regarding the enumeration of lattice points in Mcomb,Z

�,= (!) has been connected to matrix
integrals in the early works of Chekhov and Makeenko [Che93 ; CM92b ; CM92a ] and further
related to enumeration of chord diagrams in [ACNP15a ; ACNP15b ]. At that point, Schwinger–
Dyson equations for such models give rise to equations that are eventually (but non-obviously)
equivalent to Norbury’s recursion [Nor10 ].
The scheme of proofs we put forward transcends the algebraic manipulations, whose geometric
meaning is unclear, pertaining to the realm of matrix integrals and which were necessary in both
Kontsevich’s original proof and in Chekhov–Makeenko’s works.
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II. The combinatorial model of the moduli space of curves

5.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 5.1 we set up geometric recursion on the combinatorial Teichmüller, proving
Theorem 5.A for admissible initial data.

• Section 5.2 is devoted to the integration of geometric recursion amplitudes for strongly
admissible initial data (Theorem 5.B ), and the discrete integration (sum over lattice points)
for initial data supported on small pairs of pants (Theorem 5.B ).

• Section 5.3 contains themain example of the above setup, namely a combinatorial analogue
of the Mirzakhani–McShane identity, and its (discrete) integration.

• In Section 5.4 we prove that combinatorial length statistics are computed by geometric
recursion for twisted initial data, and the associated average by topological recursion and
a sum over stable graphs.

• To conclude, in Section 5.5 we show how certain hyperbolic geometric recursion ampli-
tudes that compute k-classes intersections have a geometric interpretation in terms of a
random process involving the spine construction.

5.1 — Geometric recursion in the combinatorial setting

Recall from Section 2.4.2 that geometric recursion starts with a functor � from the categoryB1 of
bordered surfaces to the category TVectR of topological vector spaces and aims at constructing
�-valued functorial assignments

Σ ↦−→ ΩΣ ∈ � (Σ) (5.1.1)

starting from some appropriate initial data.
Let us describe here in concrete terms the geometric recursion for the functor � (Σ) = Mes(T comb

Σ
)

of C-valued measurable functions on the combinatorial Teichmüller space of Σ.

Definition 5.1.1. Combinatorial geometric recursion initial data consist of a quadruple
(�, �, �, �) where

• �, �, � are measurable functions on T comb
%

� R3
+,

• � is an assignment ) ↦→ �) ∈ Mes(T comb
)

), for each ) torus with one boundary compo-
nent,

satisfying the following axioms.

• �(!1, !2, !3) = �(!1, !3, !2) and � (!1, !2, !3) = � (!1, !3, !2).

• The assignment ) ↦→ �) is functorial, and in particular �) is a mapping class group
invariant function. We also denote by � the induced function onMcomb

1,1 (!).

Definition 5.1.2. We recursively construct an assignment Σ ↦→ ΞΣ ∈ Mes(T comb
Σ

) as follows.
We let

Ξ∅ = 1, Ξ% (G) = �
( ®ℓG (m%)) , Ξ) = �) , (5.1.2)
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5. Functions from geometric recursion

where ®ℓG (m%) is the ordered triple of combinatorial lengths of the boundary components of %.
For disconnected surfaces we set

ΞΣ1t···tΣ: (G1, . . . ,G:) =
:∏
8=1

ΞΣ8 (G8). (5.1.3)

For connected surfaces with Euler characteristic jΣ < −1, we define ΞΣ inductively on jΣ by
geometric recursion:

ΞΣ(G) =
=∑
<=2

∑
%∈BΣ,<

�
( ®ℓG (m%)) ΞΣ−% (G|Σ−%) +

1

2

∑
%∈CΣ

�
( ®ℓG (m%)) ΞΣ−% (G|Σ−%). (5.1.4)

Here BΣ,< and CΣ are the sets of homotopy classes of embedded pairs of pants bounding m1Σ
introduced in Equation (2.4.21 ) and appearing in Mirzakhani’s recursion. Moreover, G|Σ−%
have been defined by the cutting procedure in Section 3.3 , and to define the labelling of the
boundary components of Σ − %, we say that the (labelled) boundary components of % that
appear in Σ − % are put first, followed by the (labelled) boundary components of Σ that appear
in Σ − %.

As in the hyperbolic setting, convergence of the series (5.1.4 ) should be discussed. Denote
by T comb, (n )

Σ
⊂ T comb

Σ
the n-thick part of the combinatorial Teichmüller space, i.e. the set of

G ∈ T comb
Σ

such that ℓG (W) ≥ n for any simple closed curve W (including boundary components).

Definition 5.1.3. We say that the initial data (�, �, �, �) are admissible if they satisfy the same
conditions appearing in Definition 2.4.20 , except we use T comb, (n )

)
in the condition for �) .

Theorem 5.1.4. If (�, �, �, �) are admissible initial data, then for any bordered surface Σ

• the series (5.1.4 ) converges absolutely and uniformly on any compact of T comb
Σ

,

• Σ ↦→ ΞΣ ∈ Mes(T comb
Σ

) is a well-defined functorial assignment (in particular, ΞΣ is Modm
Σ
-

invariant),

• there exists D ≥ 0 depending only on the topological type of Σ, such that for any n > 0 we
have

sup
G∈Tcomb, (n )

Σ

|ΞΣ(G) | ≤  n
∏

1∈c0 (mΣ)

(
1 + ℓG (1)

) D (5.1.5)

for some constant  n depending only on n and the topological type of Σ.

Although the spaces Mes(TΣ) and Mes(T comb
Σ

) can be identified via the spine homeomorphism
of Theorem 3.1.11 , the way we measure lengths and we restrict to % and Σ−% is different and as
a result the hyperbolic/combinatorial structure in (2.4.33 ) and (5.1.4 ) are completely different.
So, for identical initial data, the hyperbolic and the combinatorial geometric recursion do not
produce the same functions (even after identification of their domains). Geometrically, this
is due to the fact that the spine map is not compatible with cutting and gluing. The relation
between the hyperbolic and combinatorial geometric recursion is elucidated in Section 6.3 .

Proof. The result follows from the general theory of [ABO17 ] after proving thatMes(T comb
Σ

) is
a target theory. We present a self-contained proof which does not rely on these general notions,
by specialising the strategy of [ABO17 ] to this simpler setting.
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II. The combinatorial model of the moduli space of curves

It is enough to prove the result for connected surfaces. By definition, the result holds for
connected surfaces of Euler characteristic −1 (pairs of pants and one-holed tori). Let us assume
it holds for all surfaces of Euler characteristic strictly greater than j. Let Σ be a bordered surface
of type (�, =) with 2 − 2� − = = j, take n > 0 and fix G ∈ T comb, (n )

Σ
. For any % ∈ PΣ, we have

as well G|Σ−% ∈ T comb, (n )
Σ−% . Therefore, by induction hypothesis, there exist D ≥ 0 and  n > 0

which we can choose to depend only on n and the topological type of Σ, such that��ΞΣ−% (GΣ−%)
�� ≤  n ∏

1∈c0 (m(Σ−%))

(
1 + ℓG (1)

) D
.

We now study the absolute convergence of the geometric recursion series (5.1.4 ). We use
the notation -% for the function � when % ∈ BΣ,< and for the function 1

2� when % ∈ CΣ.
We first isolate the sum over G-small pairs of pants. Using the fact that there are at most
2(6� − 6+ 3=) G-small pairs of pants (Remark 3.2.10 ), together with the admissibility conditions
on -% (Definition 5.1.3 ) and the inequality (1+ !1 + !2)C ≤ (1+ !1)C (1+ !2)C for any !1, !2 > 0,
we get∑

%∈PΣ
G-small

��-% ( ®ℓG (m%)) ΞΣ−% (G|Σ−%)
�� ≤ 2(6� − 6 + 3=) "n ,0 n

=∏
8=1

(
1 + ℓG (m8Σ)

)max{ D,C }
. (5.1.6)

We now turn to the contributions of the G-big pairs of pants in BΣ,<. We have for any B > 0 Try to opti-
mise follow-
ing Gaëtan’s
suggestions

∑
%∈BΣ,<
G-big

���( ®ℓG (m%)) ΞΣ−% (G|Σ−%)
�� ≤

≤ "n ,B n

( ∏
8≠1,<

(
1 + ℓG (m8Σ)

) D)
×

( ∑
!∈ℓG (m1Σ)+ℓG (m<Σ)+N

(2 + !)C | { W ∈ SΣ | ! ≤ ℓG (W) < ! + 1 } |(
1 + ! − ℓG (m1Σ) − ℓG (m<Σ)

) B )
≤ "n ,B n< n

( ∏
8≠1,<

(1 + ℓG (m8Σ))D
) (∑
!≥1

(
1 + ! + ℓG (m1Σ) + ℓG (m<Σ)

) C+6�−6+2=
!−B

)
.

In the last line, we invoked the polynomial growth of the number of multicurves with respect to
combinatorial length, justified later in Proposition 8.1.7 . Specialising to B = (6� − 6 + 2= + C) + 2
makes the sum in brackets converging to a polynomial of degree C ′ = C +6�−6+2= in the variable
ℓG (m1Σ) + ℓG (m<Σ) and, together with (5.1.6 ), it implies the existence of a constant  ′n > 0 such
that ∑

%∈BΣ,<

���( ®ℓG (m%)) ΞΣ−% (G|Σ−%)
�� ≤  ′n =∏

8=1

(
1 + ℓG (m8Σ)

)max{ D,C′ }
.

A similar argument shows that∑
%∈CΣ

��� ( ®ℓG (m%)) ΞΣ−% (G|Σ−%)
�� ≤  ′n =∏

8=1

(
1 + ℓG (m8Σ)

)max{ D,C′ }

for a perhaps larger constant  ′n . Consequently, the series∑
%∈PΣ

-% ( ®ℓG (m%)) ΞΣ−% (G|Σ−%)
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5. Functions from geometric recursion

converges absolutely and uniformly on any compact of T comb, (n )
Σ

, to a limit that we denote ΞΣ.
Further, the bounds that we just proved imply that this limit satisfies

∀G ∈ T comb, (n )
Σ

, |ΞΣ(G) | ≤  ′′n
=∏
8=1

(
1 + ℓG (m8Σ)

) D′
for some constant  ′′n > 0 and D′ = max { D, C ′ }. The proof is then completed by induction. �

5.2 — (Discrete) integration and topological recursion

Since the functions produced by the combinatorial geometric recursion are pure mapping class
group invariant, they descend to functions on the corresponding moduli spaces. For a connected
surface Σ of type (�, =) and geometric recursion amplitudes ΞΣ, we denote by Ξ�,= the functions
induced on the combinatorial moduli space. For the initial datum ) ↦→ �) , we denote by �
the induced functionMcomb

1,1 .

In the first part of this section we discuss how to integrate combinatorial geometric recur-
sion amplitudes against the the Kontsevich measure, in parallel to Theorem 2.4.23 proved by
Andersen–Borot–Orantin. In the second part, which belongs exclusively to the combinatorial
setting, we discuss how to define discrete integration on the combinatorial moduli space via
sums over integral metric ribbon graphs.

5.2.1 — Integration and topological recursion

Since geometric recursion amplitudes are mapping class group invariant, they descend to
function on the combinatorial moduli space, denoted by Ξ�,=. Thanks to the combinatorial
Wolpert formula, functions obtained by by excision of pairs of pants, i.e. by geometric recursion,
can be integrated over the moduli space with fixed boundary lengths (cf. Proposition 4.3.1 )
producing functions on R=

+ that also satisfy a recursion on the Euler characteristic, namely
topological recursion. In order to guarantee integrability we are going to introduce stronger
assumptions on the initial data. In the following, we will denote by

〈 5 〉(!) =
∫
Mcomb
�,= (!)

5 3`K (5.2.1)

the average over the combinatorial moduli space of any integrable function 5 on (Mcomb
�,= (!), `K).

Definition 5.2.1. We say that the combinatorial initial data (�, �, �, �) are strongly admissible
if they satisfy the same conditions appearing in the hyperbolic setting Definition 2.4.22 , except
for (2.4.38 ) which gets substituted by

��〈�〉(!)�� = �����∫Mcomb
1,1 (!)

� 3`K

����� ≤ "0 (1 + !)C . (5.2.2)

Theorem 5.2.2. Let (�, �, �, �) be strongly admissible combinatorial initial data and ΞΣ be
the resulting functions. Then, Ξ�,= is integrable against `K onMcomb

�,= (!) for any ! ∈ R=
+ , and
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II. The combinatorial model of the moduli space of curves

the integrals satisfy the following recursion on 2� − 2 + = > 1

〈Ξ�,=〉(!1, . . . , !=) =

=

=∑
<=2

∫
R+

�(!1, !<, ℓ) 〈Ξ�,=−1〉(ℓ, !2 . . . , !̂<, . . . , !=) ℓ3ℓ

+ 1

2

∫
R2
+

� (!1, ℓ, ℓ′)
(
〈Ξ�−1,=+2〉(ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈Ξ�1,1+|�1 |〉(ℓ, !�1) 〈Ξ�2,1+|�2 |〉(ℓ′, !�2)
)
ℓℓ′3ℓ3ℓ′

(5.2.3)

with the conventions 〈Ξ0,1〉 = 〈Ξ0,2〉 = 0, and the base cases

〈Ξ0,3〉(!1, !2, !3) = �(!1, !2, !3) and 〈Ξ1,1〉(!) = 〈�〉(!). (5.2.4)

Proof. We first note that the initial data 〈Ξ0,3〉 is well-defined as � is, and that 〈Ξ1,1〉 is well-
defined by strong admissibility.

Now, for a connected surface Σ of type (�, =) with 2� − 2 + = > 1, apply the integration over
Mcomb
�,= (!) with respect to ` to both sides of the combinatorial geometric recursion (5.1.4 ).

We analyse the integration of the sum over % ∈ BΣ,<. Let Γ be the Modm
Σ
-orbit of a simple

closed curve bounding a pair of pants together with m1Σ and m<Σ. We have∑
%∈BΣ,<

�
( ®ℓG (m%)) ΞΣ−% (G|Σ−%) =

∑
U∈Γ

�(!1, !<, ℓG (U)) ΞΣ−%U (G|Σ−%U),

where %U is the pair of pants bounded by m1Σ, m<Σ and U. Now applying Proposition 4.3.1 to
5 (!, ℓ) = �(!1, !<, G) and the assignment ΣU ↦→ ΞΣ−%U , we find∫

Mcomb
�,= (!)

∑
U∈Γ

�(!1, !<, ℓ∗(U)) ΞΓ 3` =

=

∫
R+

�(!1, !<, ℓ)
(∫
Mcomb
�,=−1 (ℓ,!2,..., !̂<,...,!=)

Ξ�,=−1 3` 

)
ℓ3ℓ

=

∫
R+

�(!1, !<, ℓ) 〈Ξ�,=−1〉(ℓ, !2, . . . , !̂<, . . . , !=)ℓ3ℓ.

The treatment of the � summands is similar, the main difference being that the excised pair of
pants has two simple closed curves in Σ◦, whose lengths are part of the combinatorial Fenchel–
Nielsen coordinates over which we need to integrate. �

5.2.2 — Discrete integration and topological recursion

As the combinatorial moduli spaces have an integral structure, we can also study discrete
integration of geometric recursion amplitudes. Again, the geometric recursion here is the key
property that guarantees a topological recursion for the discrete integrals, i.e. the sum over
lattice points.
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5. Functions from geometric recursion

Definition 5.2.3. For 2� − 2 + = > 0, let

Mcomb,Z
�,= =

{
G ∈ Mcomb

�,=

��� all edge lengths are in Z+
}
. (5.2.5)

and byMcomb,Z
�,= (!) the subset with fixed perimeter ! ∈ Z=+. We denote likewise T comb,Z

Σ
and

T comb,Z
Σ

(!) their the set of combinatorial structures on a bordered surface Σ with integral edge
lengths.

Since for any G ∈ Mcomb,Z
�,= (!), we have

∑=
8=1 !8 =

∑
4∈�� 2ℓ4, the setMcomb,Z

�,= (!) is finite for
any fixed !, and it is empty if

∑=
8=1 !8 is odd. For instance,

Mcomb,Z
0,3 �

{
(!1, !2, !3) ∈ Z3

+
�� !1 + !2 + !3 is even }

. (5.2.6)

It is useful to characterise the integral points inMcomb
�,= (!) in terms of integral points inMcomb

�,= .
Let � be a ribbon graph of type (�, =), not necessarily integral, and recall that the collection of
multiplicity �8,4 ∈ {0, 1, 2} of edges 4 ∈ �� around the 8-th face defines the adjacency matrix �
of size = × (6� − 6 + 3=). Consider now a set ( ⊂ �� such that |( | = = and the dual graph �∗

(
of

( (considered as a subgraph of �) is connected and has a single cycle of odd length. We label
the edges so that ( = {41, . . . , 4=} and �� = {41, . . . , 46�−6+3=}. If G is a metric structure on �,
we call ℓ8 = ℓG(48).

Lemma 5.2.4. With the above notation:

• the restriction �̂ of the adjacencymatrix to the first = columns is invertible, and | det( �̂) | = 2

(see e.g. [DE14 , Theorem 2.2]),

• ℓ=+1, . . . , ℓ6�−6+3= ∈ Z and
∑=
8=1 !8 ∈ 2Z hold if and only if ℓ1, . . . , ℓ6�−6+3= ∈ Z.

Proof. We refer to [DE14 , Theorem 2.2] for the first point. However, we recall here the explicit
construction of �̂−1. By hypothesis, �∗

(
is the union of trees rooted at a cycle with 2? + 3 edges

for some ? ≥ 0, and its vertices are labelled from 1 to =. For 4 ∈ ( and 8 ∈ {1, . . . , =}, let 34,8 be
the graph distance in �∗

(
between 4∗ (the dual of 4) and the vertex 8. If 4 is adjacent to the face 8,

then 34,8 = 0. There is a natural notion of descendent vertices of an edge belonging to a tree
of �∗

(
, given that the trees are rooted at the cycles of �∗

(
. The inverse of �̂ can now be made

explicit.

• If 4∗ does not belong to the cycle of �∗
(

�̂−14,8 =

{
(−1)34,8 if 8 is a descendent of 4∗

0 otherwise.

• If 4∗ belongs to the cycle of �∗
(
,

�̂−14,8 =
(−1)34,8

2
.

We are now ready to prove the second point of the lemma. It is sufficient to prove the implication,
since the converse is obvious. Thus, suppose that ℓ=+1, . . . , ℓ6�−6+3= are integers and

∑=
8=1 !8 ≡ 0
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II. The combinatorial model of the moduli space of curves

(mod 2). If 4∗ does not belong to the cycle of �∗
(
, for all 8 ∈ {1, . . . , =} we have �̂−1

4,8
∈ {−1, 0, 1},

so

ℓ4 =

=∑
8=1

�̂−14,8

(
!8 −

6�−6+3=∑
:==+1

�8,4:ℓ:

)
belongs to Z. If 4∗ belongs to the cycle of �∗

(
, for all 8 ∈ {1, . . . , =} we have 2�̂−1

4,8
≡ 1 (mod 2).

This implies the following:

2ℓ4 =

=∑
8=1

2�̂−14,8

(
!8 −

6�−6+3=∑
:==+1

�8,4:ℓ:

)
≡

=∑
8=1

!8 −
6�−6+3=∑
:==+1

(
=∑
8=1

�8,4:

)
ℓ: (mod 2)

≡ 0 (mod 2),

where the second to last line comes from the hypothesis
∑=
8=1 !8 ≡ 0 (mod 2) and ∑=

8=1 �8,4 = 2.
The result of this calculation is that ℓ4 ∈ Z. �

SinceMcomb,Z
�,= (!) is empty for

∑=
8=1 !8 odd, it is useful to introduce the following notation: for

- : R=
+ → R, define

-Z(!) =
{
- (!) if ! ∈ Z=+ and

∑=
8=1 !8 is even,

0 otherwise.
(5.2.7)

Further, for any function Ξ�,= onMcomb
�,= , set

〈ΞZ
�,=〉(!) =

∑
G∈Mcomb,Z

�,= (!)

Ξ�,= (G)
|Aut(G) | =

∑
�∈R�,=

1

|Aut(�) |
∑

G∈%� (!)∩Z=+

Ξ�,= (G), (5.2.8)

where we recall that %� (!) is the set of metrics on � with perimeter !.

Theorem 5.2.5. Let �, �, � be three functions on R3
+ such that � and � are symmetric under

exchange of their last two variables, and supported on small pairs of pants:{
ℓ > ! + ! ′ =⇒ �(!, ! ′, ℓ) = 0,

ℓ + ℓ′ > ! =⇒ � (!, ℓ, ℓ′) = 0.
(5.2.9)

Let � beMod) -invariant function on T comb
)

. Denote by ΞΣ the corresponding combinatorial
geometric recursion amplitudes. We have the following recursion on 2� − 2 + = > 1.

〈ΞZ
�,=〉(!1, . . . , !=) =

=

=∑
<=2

∑
ℓ≥1

ℓ �Z(!1, !<, ℓ) 〈ΞZ
�,=−1〉(ℓ, !2, . . . , !̂<, . . . , !=)

+ 1

2

∑
ℓ,ℓ′≥1

ℓℓ′�Z(!1, ℓ, ℓ′)
(
〈ΞZ
�−1,=+1〉(ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈ΞZ
�1,1+|�1 |〉(ℓ, !�1) 〈Ξ

Z
�2,1+|�2 |〉(ℓ

′, !�2)
) (5.2.10)
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5. Functions from geometric recursion

with conventions 〈ΞZ
0,1〉 = 0 and 〈ΞZ

0,2〉 = 0, and base cases

〈ΞZ
0,3〉(!1, !2, !3) = �Z(!1, !2, !3) and 〈ΞZ

1,1〉(!) = 〈�Z〉(!). (5.2.11)

Remark 5.2.6. Since cutting combinatorial structures preserve their integrality, in order to
obtain the geometric recursion amplitudes in Theorem 5.2.5 , it is sufficient to have (�, �, �)
defined on T comb,Z

%
and � defined on T comb,Z

)
. When the vanishing condition (5.2.9 ) hold, the

geometric recursion sums have only finitely many non-zero terms: they are always well-defined,
without the need of admissibility conditions for (�, �, �, �).

Before proving Theorem 5.2.5 , let us explore some of its consequences. First of all, we can
recover the continuous integration of Theorem 5.2.2 as a limit where we rescale the mesh of
the lattice down to 0. If : > 0, we letMcomb,Z/:

�,= be the set of metric ribbon graphs inMcomb
�,=

whose edge lengths all become integral after dilation by : .

Proposition 5.2.7. Assume that (�, �, �, �) are continuous functions on their respective com-
binatorial Teichmüller spaces, satisfying the vanishing conditions (5.2.9 ), and such that for any
fixed !, ! ′ > 0, the functions ℓ ↦→ �(!, !, ℓ) and (ℓ, ℓ′) ↦→ � (!, ℓ, ℓ′) are bounded, and the
function �) is bounded on T comb

)
(!). Then (�, �, �, �) is strongly admissible. Moreover, for

any positive integer 3and ! ∈ (Z+/3)=, we have for 2� − 2 + = > 0

lim
:→∞
:∈3Z+

(
1

:6�−6+2=

∑
G∈Mcomb,Z/:

�,= (!)

Ξ�,= (G)
|Aut(G) |

)
=

{
2−2�+3−= 〈Ξ�,=〉(!) if

∑=
8=1 3 · !8 is even,

0 otherwise.

(5.2.12)

The continuous integration also appears in the asymptotics of the lattice count for large boundary
lengths.

Corollary 5.2.8. Assume that (�, �, �, �) are continuous functions on their respective combi-
natorial Teichmüller spaces and satisfy the vanishing conditions (5.2.9 ). We further assume the
existence of 1, 2 ∈ R for which, for any " > 0 and !1, !2, !3, ℓ, ℓ′ ∈ (0, "]

• :−21−2 �(:!1, :!2, :!3) converges uniformly to �̂(!1, !2, !3) as : →∞,

• :−1 �(:!1, :!2, :ℓ) converges uniformly to �̂(!1, !2, ℓ) as : →∞,

• :−2 � (:!1, :ℓ, :ℓ′) converges uniformly to �̂ (!1, ℓ, ℓ′) as : →∞,

• :−1 �) (:G) converges uniformly to �̂) (G) as : →∞, for G ∈
⋃
ℓ∈(0," ] T comb

)
(ℓ), where

:G is obtained from G by dilation of the metric by a factor : ,

• ( �̂, �̂, �̂, �̂) satisfy the assumptions of Proposition 5.2.7 .

Denoting by Ξ̂Σ the geometric recursion amplitudes associated to the initial data ( �̂, �̂, �̂, �̂),
we have for any 3 ∈ Z+, ! ∈ (Z+/3)= and 2� − 2 + = > 0

lim
:→∞
:∈3Z+

〈Ξ�,= (:!)Z〉
: (�−1) (1+2)+=1 · :6�−6+2=

=

{
2−2�+3−= 〈Ξ̂�,=〉(!) if

∑=
8=1 3 · !8 even,

0 otherwise.
(5.2.13)
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Proof of Theorem 5.2.5 . When
∑=
8=1 !8 is odd, both sides vanish, so we only need to prove the

result when
∑=
8=1 !8 is even, which we now assume. The vanishing conditions for � and � imply

that for each ! ∈ Z=+, the sums in the right-hand side have finitely many terms.
Let us substitute the geometric recursion sum for ΞΣ in (5.2.8 ). For < ∈ {2, . . . , =}, we examine
in detail how to handle the term

Ξ
�,<

Σ
(G) =

∑
%∈BΣ,<

�
( ®ℓG (m%)) Ξ�,=−1(G|Σ−%).

Let Γ be the Modm
Σ
-orbit of a simple closed curve that bounds some % ∈ BΣ,<. Adapting the

notation of Section 4.3 , we denote byMcomb,Γ,Z
�,= (!) the integral points inMcomb,Γ

�,= (!). Then

〈Ξ�,<,Z�,= 〉(!) =
∑

G∈Mcomb,Z
�,= (!)

Ξ
�,<
�,= (G)
|Aut(G) |

=
∑

(G,U) ∈Mcomb,Γ,Z
�,= (!)

1

|Aut(G) | �(!1, !<,L
Γ(G, U)) Ξ�,=−1(Π(G))

=
∑
ℓ≥1

∑
(G,U) ∈Mcomb,Γ,Z

�,= (!) [ℓ ]

1

|Aut(G) | �(!1, !<, ℓ) Ξ�,=−1(Π(G)),

where we recall from Section 4.3 the map

LΓ : Mcomb,Γ,Z
�,= (!) −→ Z+

assigning to (G, U) the combinatorial length with respect to G of U. It has fibers (LΓ)−1(ℓ) =
Mcomb,Γ,Z
�,= (!) [ℓ]. Moreover, we have the projection map

Π : Mcomb,Γ,Z
�,= (!) [ℓ] −→ Mcomb,Z

�,=−1 (ℓ, !2, . . . , !̂<, . . . , !=).

We want to cluster this sum according to the fibres of the map Π. We first notice that, as
Mcomb,Γ,Z
�,= (!) [ℓ] is empty when ℓ and !1 + !< have different parity, we can replace � by

�Z, and now only consider ℓ that has same parity as !1 + !<. In this case, for any G′ ∈
Mcomb,Z
�,=−1 (ℓ, !2, . . . , !̂<, . . . , !=) and any G ∈ Π−1(G′), we remark that |Aut(G′) | = |Aut(G) |.

Thus
1

|Aut(G) | �Z(!1, !<, ℓ) Ξ�,=−1(Π(G))

is constant on the fibres ofΠ. Due to the vanishing conditions (5.2.9 ), the points (G, U) with non-
trivial contribution are associated to small pairs of pants %U. Therefore from Corollary 3.3.3 ,
Π−1(G′) is in bijection with the set of [g] ∈ R/ℓZ such that the gluing of G′ to the combi-
natorial structure of the pair of pants with boundary lengths (!1, !<, ℓ) after a twist g yields
a combinatorial structure with integral edge lengths. In order to satisfy the latter condition,
the twists must belong to the set

(
gW (G) +Z

)
/ℓZ ' Z/ℓZ ' Π−1(G′), whose cardinality is ℓ.

Therefore, our sum becomes

〈Ξ�,<,Z�,= 〉(!) =
∑
ℓ≥1

∑
G′∈Mcomb,Z

�,=−1 (ℓ,!2,..., !̂<,...,!=)

1

|Aut(G′) | �Z(!1, !<, ℓ) Ξ�,=−1(G
′)

=
∑
ℓ≥1

ℓ �Z(!1, !<, ℓ) 〈ΞZ
�,=−1〉(ℓ, !2, . . . , !̂<, . . . , !=).
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The treatment of the �-summand is similar, except that we should be cautious about automor-
phism factors. For each of the finitely many Modm

Σ
-orbit Γ of a simple closed curve bounding

some % ∈ CΣ, and we observe that

|Aut(Γ) | =
{
2 if Σ − % is connected,
1 otherwise.

Since in the �-analogue of Ξ��,= (!) we have for any G ∈ Π−1(G′)

|Aut(Γ) | · |Aut(G) | = |Aut(G′) |,

the automorphism factors are again naturally included in #ΞΓ, and we get the�-terms in (5.2.10 )
without extra automorphism factors (as the 1

2 is already present in �). �

Remark 5.2.9. The vanishing assumptions (5.2.9 ) are essential to allow the use of Corollary 3.3.3 .
If they did not hold, the fibres Π−1(G′) of the gluing fibration could, and do, meet integral
non-admissible twists (take for instance the example of Figure 3.17 with integer lengths). Hence
their cardinality could be smaller than ℓ or ℓℓ′ and depend onG′. It would then not be possible
to derive a recursion for the weighted sum over lattice points. This problem did not arise for the
integration against `K as the set of non-admissible twists has zero measure with respect to `K.
Before turning to the proof of Proposition 5.2.7 , we need two preliminary results.

Proof of Proposition 5.2.7 . The case (�, =) = (0, 3) is obvious, as there is equality before taking
the limit. This initial case is special with respect to the other topologies since the moduli space
is reduced to a point: in the rest of the proof, we suppose (�, =) ≠ (0, 3). In general, when∑=
8=1 3 · !8 is not even, the setM

comb,Z/:
�,= (!) with : ∈ 3Z+ is empty, so the left-hand side of

Equation (5.2.12 ) vanishes, which proves half of the result. Hereafter we assume that : ∈ 3Z+,
and fix ! ∈ (Z+/3)= such that

∑=
8=1 3 · !8 is even.

The thesis follows now from a general discussion. Consider a bounded function 5 defined on
Mcomb
�,= (!). The sum over rescaled lattice points is, by definition,∑

G∈Mcomb,Z/:
�,= (!)

5 (G)
|Aut(G) | =

∑
�∈R�,=

1

|Aut(�) |
∑

G∈%� (!)∩Z=+ /:
5 (G),

where we recall that %� (!) ⊂ R��
+ is the set of metrics on � with perimeters !. We first

estimate the sum over non-trivalent graphs by����� ∑
�∈R�,=

non-trivalent

1

|Aut(�) |
∑

G∈%� (!)∩Z=+ /:
5 (G)

����� ≤ (
sup

Mcomb
�,= (!)

| 5 |
) ∑

�∈R�,=
non-trivalent

|%� (!) ∩Z=+/: |
|Aut(�) | .

By dimensional reasons, the right-hand side is $ (:6�−7+2=) as : → +∞. Hence

lim
:→∞
:∈3Z+

(
1

:6�−6+2=

∑
G∈Mcomb,Z/:

�,= (!)

5 (G)
|Aut(G) |

)
= lim

:→∞
:∈3Z+

(
1

:6�−6+2=

∑
�∈R�,=
trivalent

1

|Aut(�) |
∑

G∈%� (!)∩Z=+ /:
5 (G)

)
.

By Lemma 5.2.4 and by definition of the Riemann integral, we have

lim
:→∞
:∈3Z+

(
1

:6�−6+2=

∑
G∈%� (!)∩Z=+ /:

5 (G)
)
=

∫
%� (!)

5 3ℓ=+1 · · · 3ℓ6�−6+3=
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provided 5 is continuous. Let � be a trivalent ribbon graph, and let ]! : %� (!) ↩→ R��
+ be

the inclusion map. The cell %� (!) is naturally equipped with the measure `Leb defined as
]∗
!
(∏4∈�� 3ℓ4). Since the restriction of the adjacency matrix has determinant 2, we see that∏6�−6+3=
9==+1 3ℓ 9 = 2`Leb. Besides, we know from Lemma 4.1.6 that `Leb = 22−2�−=`K. As a

consequence, we find

23−2�−=
∫
Mcomb
�,= (!)

5 3`K = lim
:→∞
:∈3Z+

(
1

:6�−6+2=

∑
�∈R�,=
trivalent

1

|Aut(�) |
∑

G∈%� (!)∩Z=+ /:
5 (G)

)
.

�

Proof of Corollary 5.2.8 . Let Ξ(:)
Σ

be the geometric recursion amplitudes for the initial data

�(:) (!1, !2, !3) = :−21−2 �(:!1, :!2, :!3),
� (:) (!1, !2, !3) = :−1 �(:!1, :!2, :ℓ),
� (:) (!1, !2, !3) = :−2 � (:!1, :ℓ, :ℓ′),

�
(:)
)
(G) = :−1 �) (:G).

Tracking the powers of :−1 in the geometric recursion sum (5.1.4 ), one can show by induction
that ΞΣ(:G) = : (�−1) (1+2)+1= Ξ(:)Σ

(G) and thus

〈ΞZ
�,=〉(:!1, . . . , :!=)

:6�−6+2= · : (�−1) (1+2)+1=
=

1

:6�−6+2=

( ∑
G∈Mcomb,Z/:

�,= (!)

Ξ
(:)
Σ
(G)

|Aut(G) |

)
.

The vanishing conditions (5.2.9 ) have two consequences for us.

(i) The amplitude Ξ(:)
Σ
(G) is given by a finite sum of products with 2� − 2 + = factors that

can be either �(:) , � (:) , � (:) , � (:) .

(ii) If we fix ! ∈ R=
+ , for any G ∈ T comb

Σ
(!), the factors of �(:) , � (:) , � (:) are evaluated on

triples of lengths that are smaller than " =
∑=
8=1 !8, and � is evaluated on elements of⋃

ℓ∈(0," ] T comb
)

(ℓ).

Hence Ξ(:)
Σ

converges uniformly to Ξ̂Σ on T comb
Σ

(!). We can then replace Ξ(:)
Σ

with Ξ̂Σ up to
an error that tends to 0 when : →∞, and we conclude by using Proposition 5.2.7 for Ξ̂Σ. �

5.2.3 — Remark: inducing � from �

As explained in Lemma 2.4.24 in the hyperbolic setting, there is a natural way to complete
(�, �, �) into an initial data (�, �, �, �), satisfying all the assumptions that we may desire to
impose. The same holds in the combinatorial setting.

Lemma 5.2.10. If we are only given (�, �, �) satisfying the conditions in Definition 2.4.20 , the
series

�) (G) =
∑
W∈S)

�
(
ℓG (m)), ℓG (W), ℓG (W)

)
(5.2.14)
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5. Functions from geometric recursion

converges absolutely on any compact of T comb
)

to a Mod) -invariant function, and (�, �, �, �)
are admissible initial data. Furthermore, if (�, �, �) satisfy the conditions in Definition 5.2.1 ,
where in the bound for � one assumes 0 ≤ [ < 1, then (�, �, �, �) are strongly admissible and

〈�〉(!) = 1

2

∫
R+

� (!, ℓ, ℓ)ℓ3ℓ. (5.2.15)

In the following, when we say that (�, �, �) are admissible initial data, we implicitly assume
that they should be completed by the choice (5.2.14 ) of �) .
We also remark that when � (!, ℓ, ℓ′) vanishes for ! < ℓ + ℓ′, the sum (5.2.14 ) is finite. It is thus
well-defined without admissibility conditions and satisfies

〈�Z〉(!) = 1

2

!/2∑
ℓ=1

ℓ � (!, ℓ, ℓ), ! ∈ 2Z. (5.2.16)

5.3 — A combinatorial Mirzakhani–McShane identity

Mirzakhani’s identity (see Theorem 2.4.13 ) is a recursion for the constant function 1 on the
Teichmüller space of bordered surface, and it can be reformulated by saying that the constant
function 1 can be obtained from geometric recursion. The basic idea behind Mirzakhani’s
identity is to express the length of the first boundary component of a bordered surface as a sum
of geodesics arcs characterized by the behavior of the corresponding orthogeodesic emanating
from it, as explained in Section 2.4.2 . The lengths of such geodesic arcs are captured by the
function �" and �" appearing in Mirzakhani’s identity.
We are now going to prove a recursion for the constant function 1 on the combinatorial
Teichmüller space, using the same strategy of Mirzakhani. The functions �" and �" are
replaced by

�K(!, ! ′, ℓ) = 1

2!

(
[! − ! ′ − ℓ]+ − [−! + ! ′ − ℓ]+ + [! + ! ′ − ℓ]+

)
,

�K(!, ℓ, ℓ′) = 1

!
[! − ℓ − ℓ′]+.

(5.3.1)

Notice that �K and �K were already introduced in (3.2.8 ) while discussing homotopy classes of
embedded pairs of pants in this combinatorial setting.

Theorem 5.3.1. For any bordered surface Σ such that jΣ < −1 and any G ∈ T comb
Σ

, we have

1 =

=∑
<=2

∑
%∈BΣ,<

�K( ®ℓG (m%)) +
1

2

∑
%∈CΣ

�K( ®ℓG (m%)), (5.3.2)

and for a torus ) with one boundary component and any G ∈ T comb
)

, we have

1 =
∑
W∈S)

�K (
ℓG (m)), ℓG (W), ℓG (W)

)
. (5.3.3)

Proof. Consider the case of connected Σ with jΣ < −1. For simplicity, set -K
%
equal to �K or

1
2�

K depending on the type of % ∈ PΣ. The basic idea to prove such an identity is to write
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II. The combinatorial model of the moduli space of curves

ℓG (m1Σ) as a sum of lengths of the edges around m1Σ. Recall that in the proof of Theorem 3.2.3 ,
we introduced a map that assigns to a combinatorial structure G a functional on the set of arc
Aall
Σ

between boundary components. Here we are going to restrict the functionals to AΣ = AΣ,1,
i.e. to arcs with initial point in m1Σ. Moreover, we do not fix the boundary lengths ! ∈ R=

+
(this does not affect the definition of the map in Theorem 3.2.3 ). This said, we obtain a map
T comb
Σ

→ RAΣ

≥0 that assign to a combinatorial structure G the functional

U ↦−→

ℓG (m1Σ)

(
�K( ®ℓG (m%U)) − �K( ®ℓG (m%U))

)
if U ∈ BΣ,<

1
2ℓG (m1Σ) �

K( ®ℓG (m%U)) if U ∈ ℭΣ

where %U = &(U) is the homotopy class of pair of pants determined by the arc U. Fix once and
for all G ∈ T comb

Σ
, and denote by ;G : AΣ → R≥0 the value of above map at G. This function

has finite support, and the arcs with non-zero contribution are in bijection with the edges
of G around m1Σ. Furthermore, for U dual to an edge 4 around m1Σ, the value ;G (U) is the
combinatorial length of 4 (cf. Lemma 3.2.13 ). As a consequence,

ℓG (m1Σ) =
∑
U∈AΣ

;G (U).

Now from Remark 3.2.7 , we know that the map & : AΣ → PΣ is not injective, but has finite
fibers. More precisely, we have the following situation.

• If % ∈ CΣ, then &−1(%) consists of a single arc U0 ∈ ℭΣ. Then∑
U∈&−1 (%)

;G (U) = ;G (U0) =
1

2
ℓG (m1Σ) �K( ®ℓG (m%)).

• If % ∈ BΣ,<, then &−1(%) consists of three arcs: U0 ∈ BΣ,<, U′ and its inverse −U′ in ℭΣ.
Then∑
U∈&−1 (%)

;G (U) = ;G (U0) + ;G (U′) + ;G (−U′)

= ℓG (m1Σ)
(
�K( ®ℓG (m%)) − �K( ®ℓG (m%)) + 1

2�
K( ®ℓG (m%)) + 1

2�
K( ®ℓG (m%))

)
= ℓG (m1Σ) �K( ®ℓG (m%)).

Finally, as & is surjective

ℓG (m1Σ) =
∑
%∈PΣ

∑
U∈&−1 (%)

;G (U) = ℓG (m1Σ)
∑
%∈PΣ

-K
% ( ®ℓG (%)).

Dividing by ℓG (m1Σ) concludes the proof of the identity (5.3.2 ). The case of the torus with one
boundary component can be handled in a similar way and leads to (5.3.3 ). �

A notable difference with the original Mirzakhani–McShane identity is that in (5.3.2 ) there is
a finite number of non-zero terms; this reflects the much simpler dynamics of geodesics in
combinatorial surfaces compared to the hyperbolic ones. As in the hyperbolic case, the identity
can be reformulated in terms of geometric recursion.
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5. Functions from geometric recursion

Corollary 5.3.2. The initial data (5.3.1 ) are admissible, and lead by geometric recursion to
ΞK
Σ
(G) = 1 for any Σ and G ∈ T comb

Σ
.

Proof. The only thing left to check is the admissibility condition for (�K, �K, �K, �K), which
follows from the fact that the functions �K and �K are supported on small pairs of pants. �

We can now apply the integration results of Section 5.2 to the combinatorial Mirzakhani–
McShane identity. The continuous integration computes the Kontsevich volumes and Theo-
rem 2.4.23 establishes againWitten’s conjecture [Wit90 ], which was first proved by the combina-
tion of [Kon92 ] and [DVV91 ]: the generating function of k-class intersection numbers satisfies
Virasoro constraints/topological recursion. The discrete integration calculates the number of
integral points inMcomb

�,= and Theorem 5.2.5 together with Corollary 5.2.8 with 1 = 2 = 0, gives
a new proof of Norbury’s result [Nor10 ], i.e. the discrete topological recursion for these counts
and their connection with Kontsevich volumes.

Corollary 5.3.3 (Witten’s conjecture/Kontsevich theorem). The Kontsevich volumes +K
�,= (!)

equal 〈1〉(!) and satisfy the topological recursion of Theorem 5.2.2 with initial data (5.3.1 ).

Corollary 5.3.4 (Norbury’s theorem). The lattice point counting functions

#�,= (!) =
∑

G∈Mcomb,Z
�,= (!)

1

|Aut(G) | (5.3.4)

equal 〈1Z〉(!) and satisfy the discrete topological recursion Theorem 5.2.5 with initial data (5.3.1 ).
Moreover,

lim
:→∞
:∈3Z+

#�,= (:!)
:6�−6+2=

=

{
23−2�−=+K

�,= (!) if
∑=
8=1 3 · !8 is even,

0 otherwise.
(5.3.5)

The recursive formula forKontsevich volumes in this integral formfirstly appeared in [BCSW12 ],
where it is derived by constructing a partition of unity similar to the combinatorial Mirzakhani–
McShane identity and exploiting the local torus symmetries on the combinatorial moduli space,
whose symplectic quotients are also combinatorial moduli space of higher Euler characteristics.
Compared to [BCSW12 ], the new element of the proof that we propose is to make it a complete
analogue to Mirzakhani’s proof of the recursion for Weil–Petersson volumes, by means of
Theorem 5.3.1 . Our perspective stresses that, at a general level, recursions between volumes (or
more generally, between integrals over the moduli spaces) arise from finer recursions that hold
at the geometric level (here between functions on Teichmüller spaces).

5.4 — Combinatorial length statistics of multicurves

Following [ABO17 , Theorem 10.1] in the hyperbolic world (see Section 2.4.2 for a short
overview), we can generalise the combinatorial Mirzakhani–McShane identity to obtain statistics
of combinatorial lengths of primitive multicurves via geometric recursion.

Theorem 5.4.1 (Combinatorial length statistics of multicurves). Let (�, �, �, �) be admissible
initial data and denote by ΞΣ the associated geometric recursion amplitudes. Let 5 : R+ → R
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II. The combinatorial model of the moduli space of curves

be a measurable function such that for any n > 0 and B ≥ 0, there exists "B, n such that
supℓ≥n | 5 (ℓ) | ℓB ≤ "B, n . Then, the following initial data are admissible:

�[ 5 ] (!1, !2, !3) = �(!1, !2, !3),
�[ 5 ] (!1, !2, ℓ) = �(!1, !2, ℓ) + �(!1, !2, ℓ) 5 (ℓ),
� [ 5 ] (!1, ℓ, ℓ′) = � (!1, ℓ, ℓ′) + �(!1, ℓ, ℓ′) 5 (ℓ) + �(!1, ℓ′, ℓ) 5 (ℓ′) + �(!1ℓ, ℓ′) 5 (ℓ) 5 (ℓ′),

�) [ 5 ] (G) = �) (G) +
∑
W∈S)

�
(
ℓG (m)), ℓG (W), ℓG (W)

)
5 (ℓG (W)).

(5.4.1)
Denote by ΞΣ [ 5 ] the corresponding geometric recursion amplitudes. If for all Σ, ΞΣ is invariant
under all braidings of boundary components of Σ, we have

ΞΣ [ 5 ] (G) =
∑
2∈M′

Σ

ΞΣ2 (G|Σ2 )
∏

W∈c0 (2)
5 (ℓG (W)), (5.4.2)

where Σ2 is the bordered surface obtained by cutting Σ along a primitive multicurve 2 (the choice
of the first boundary component is irrelevant due to the assumed invariance).

Remark 5.4.2. As explained in Remark 2.4.27 , a useful version of the above result can be
stated for combinatorial length statistics of multicurves (not only primitive ones). Namely, if
� : R+ → D = { I ∈ C | |I | < 1 } is a measurable function with values in the unit disk such that

5 (G) =
∑
:≥1

� (G): = � (G)
1 − � (G) (5.4.3)

satisfies the conditions of Theorem 5.4.1 , then the geometric recursion amplitudes ΞΣ [ 5 ]
associated to the initial data Equation (5.4.1 ) are given by the combinatorial length statistic of
multicurves weighted by �:

ΞΣ [ 5 ] (G) =
∑
2∈MΣ

ΞΣ2 (G|Σ2 )
∏

W∈c0 (2)
� (ℓG (W)). (5.4.4)

Sketch of the proof of Theorem 5.4.1 . The proof repeats the one of [ABO17 , Theorem 10.1],
with combinatorial lengths instead of hyperbolic ones. We only sketch the induction step
here. Notice that, as all series are absolutely convergent, we can apply Fubini’s theorem and
interchange the summations:∑

2∈M′
Σ

ΞΣ2 (G|Σ2 )
∏

W∈c0 (2)
5 (ℓG (W)) =

∑
2∈M′

Σ

∑
%∈PΣ2

-% (G) ΞΣ2−% (G|Σ2−%)
∏

W∈c0 (2)
5 (ℓG (W))

=
∑
%∈PΣ

-% [ 5 ] (G)
( ∑
W∈M′

Σ−%

Ξ(Σ−%)W (G| (Σ−%)W )
∏

2∈c0 (W)
5 (ℓG (W2))

)
=

∑
%∈PΣ

-% [ 5 ] (G) ΞΣ−% [ 5 ] (G|Σ−%),

where -% is either � or 1
2� depending on the type of %. The second to last equality follows

from a case discussion: to interchange the summands we must also sum over the possible ways
in which m% and 2 can have homotopic components, weighted by their contributions. For
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5. Functions from geometric recursion

example, for % ∈ CΣ with m% and 2 sharing one component, say m2% = W0, then % ∈ PΣ2 ,W0 . This
means that we get a contribution of

�
(
!1, ℓG (W0), ℓG (m3%)

)
5
(
ℓG (W0)

)
Ξ(Σ−%)2

(
G| (Σ−%)2

) ∏
W∈c0 (2−W0)

5
(
ℓG (W)

)
,

which matches one of the terms in the expression for � [ 5 ]. We refer to [ABO17 ] for the
complete proof. �

We can then integrate this identity over the combinatorial moduli space with respect to `K to
express combinatorial length statistics of multicurves as a sum over stable graphs.

Corollary 5.4.3. Assume that (�, �, �, �) are strongly admissible and fix a measurable func-
tion 5 for which there exists [ ∈ [0, 2) such that supℓ>0 | 5 (ℓ) | ℓ[ < +∞. Then the twisted initial
data (�[ 5 ], �[ 5 ], � [ 5 ], � [ 5 ]) are strongly admissible and 〈Ξ�,= [ 5 ]〉(!) satisfy the topological
recursion of Equation (5.2.3 ) with these initial data. Besides, we have

〈Ξ�,= [ 5 ]〉(!1, . . . , !=) =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ
〈Ξ�({) ,=({)〉

(
(ℓ4)4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

5 (ℓ4) ℓ43ℓ4 . (5.4.5)

Proof. The topological recursion follows from Theorem 5.2.2 and from the second part from
the integration formula of Proposition 4.3.1 . �

We can also obtain an analogous result for the discrete integration, substituting 〈Ξ�({) ,=({)〉
with 〈ΞZ

�({) ,=({)〉 and the integral over R�Γ
+ with the sum over edge decorations of the form

ℓ : �Γ → Z+. However, we cannot directly apply Theorem 5.2.5 , as the twisted initial data are
in general not supported on small pairs of pants. Instead, we introduce an (a priori) different
lattice count, for ! ∈ Z=+
〈ΞZ
�,= [ 5 ]〉 (!1, . . . , !=) =

=
∑

Γ∈G�,=

1

|Aut(Γ) |
∑

ℓ:�Γ→Z+

∏
{∈+Γ
〈ΞZ
�({) ,=({)〉

(
(ℓ4)4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

ℓ4 5 (ℓ4). (5.4.6)

We omit the proof of the next proposition: it follows the same scheme as the proof of Theo-
rem 5.4.1 , in the simpler situation where multicurves are replaced by their mapping class group
orbits (stable graphs), and with integrals replaced by discrete sums. The key principle is that
topological recursion is preserved under the twisting operation.

Proposition 5.4.4. Let (�, �, �, �) and 〈ΞZ
�,=〉 as in Theorem 5.2.5 . Let 5 : Z+ → R be such

that for any B > 0, supℓ∈Z+ | 5 (ℓ) | ℓB < +∞. Then 〈ΞZ
�,= [ 5 ]〉 (!) is finite and, for 2� − 2 + = > 1, it

is calculated by the discrete topological recursion formula

〈ΞZ
�,= [ 5 ]〉 (!1, . . . , !=) =

=∑
<=2

∑
ℓ≥1

ℓ �ZZ [ 5 ] (!1, !<, ℓ) 〈Ξ
Z
�,=−1 [ 5 ]〉 (ℓ, !2, . . . , !̂<, . . . , !=)

+1
2

∑
ℓ,ℓ′≥1

ℓℓ′�Z
Z [ 5 ] (!1, ℓ, ℓ

′)
(
〈ΞZ
�−1,=+1 [ 5 ]〉 (ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2...,=}

〈ΞZ
�1,1+|�1 | [ 5 ]〉 (ℓ, !�1) 〈Ξ

Z
�1,1+|�2 | [ 5 ]〉 (ℓ

′, !�2)
)
,

(5.4.7)
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with conventions 〈ΞZ
0,1 [ 5 ]〉 = 0 and 〈ΞZ

0,2 [ 5 ]〉 = 0 and base cases

〈ΞZ
0,3 [ 5 ]〉 (!1, !2, !3) = 〈ΞZ

0,3〉(!1, !2, !3) = �Z(!1, !2, !3),

〈ΞZ
1,1 [ 5 ]〉 (!) = 〈ΞZ

1,1〉(!) +
1

2

∑
ℓ≥1

ℓ �Z(!, ℓ, ℓ) 5 (ℓ) .
(5.4.8)

5.5 — Kontsevich amplitudes and the spine construction

On the one hand, by Corollary 5.3.2 , the combinatorial geometric amplitudes ΞK
Σ
for the initial

data (�K, �K, �K) coincide with the constant function 1 on T comb
Σ

. On the other hand, we can
consider the hyperbolic geometric recursion amplitudes ΩK

Σ
associated to the same initial data.

They are rather non-trivial functions of f ∈ TΣ, but since the topological recursion formulae
are the same in the combinatorial and hyperbolic setting, we have

+K
�,= (!) =

∫
Mcomb
�,= (!)

ΞK
�,= 3`K =

∫
M�,= (!)

ΩK
�,= 3`WP =

∫
M�,=

exp

( =∑
8=1

!2
8

2
k8

)
(5.5.1)

for any ! = (!1, . . . , !=). Here we propose a geometric interpretation of ΩK
Σ
and give some of

its basic properties.

5.5.1 — A geometric interpretation

In the following we discuss the combinatorial analogue of the geometric reasoning at the core
of Mirzakhani’s proof of the Mirzakhani–McShane identities. Consider a bordered surface Σ.
Recall from Section 3.1.2 the construction of the spine as a subset spf (Σ) ⊂ Σ that depends
on a hyperbolic marking (-, 5 ) representing f ∈ TΣ. We also denote by sp′f (Σ) ⊂ spf (Σ) the
complement of the set of vertices of the spine.

For a given f ∈ TΣ, we equip m1Σ with the curvilinear measure `f induced by f.

Lemma 5.5.1. For all but finitely many G ∈ m1Σ, the orthogeodesic from G intersects the spine for
the first time at a point BΣ(G) ∈ sp′f (Σ).

Proof. Cutting out the spine, we have a cylinder around each boundary component of the
surface. Consider the one around m1Σ and take a geodesic that realises the distance between
the two boundaries of the cylinder. Cutting along this, we obtain a hyperbolic polygon. As
there are no hyperbolic triangles with two right angles, every geodesic shot orthogonally from
G ∈ m1Σmust reach the boundary corresponding to the spine at a certain point BΣ(G), that is not
a vertex for all but finitely many G that are rib-ends on m1Σ. �

Let G ∈ m1Σ be such that BΣ(G) exists and is not a vertex of the spine. By definition of the
spine and the vertices, there exists a unique second geodesic joining BΣ(G) to m8Σ for some
8 ∈ {1, . . . , =}. The union of these two geodesics form a piecewise geodesic arc, denoted by WG .
This arc determines a unique homotopy class of embedded pair of pants, and we denote by %G
its representative that has geodesic boundaries in Σ. This pair of pants has a spine spf (%G) of
its own, and we can ask whether BΣ(G) is still part of spf (%G). With these notations, we define
the following process.
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5. Functions from geometric recursion

•

•

•

•

•

•

• •G
B

WG

Σ

(a) The piecewise geodesic WG (in blue) and
spf (Σ) (in red).

•

•

• •G
B

WG

%G

(b) The piecewise geodesic WG (in blue) and
spf (%G) (in orange).

Figure 5.1: Example of a successful first step of the process.

Definition 5.5.2. Choose a random point G ∈ m1Σ uniformly on m1Σ – for the measure coming
from the curvilinear measure induced by f.

• If the geodesic shot from G orthogonally to m1Σ hits for the first time spf (Σ) at a vertex,
or if BΣ(G) ∉ spf (%G), quit the process.

• Otherwise, consider the bordered hyperbolic surfaceΣ−%G . If it is empty, we have finished
the process successfully; if not, we repeat it with Σ − %G , each connected component of
Σ − %G being treated independently.

Denote by ΠΣ(f) the probability that the process ends successfully, i.e. by giving a pants
decomposition. It is clear that ΠΣ(f) only depends on the projection [f] ∈ MΣ and the process
makes no reference to a marking.

Proposition 5.5.3. We have ΠΣ(f) = ΩK
Σ
(f). In particular, ΩK

Σ
(f) ∈ [0, 1], and if we consider

the above process for a random hyperbolic surface of type (�, =) with fixed boundary lengths
! ∈ R=

+ (with respect to the Weil–Petersson measure onMΣ(!)), we have

E
[
ΠΣ(f)

�� ℓf (mΣ) = !] =
+K
�,= (!)

+WP
�,= (!)

, (5.5.2)

where +WP
�,= (!) are the Weil–Petersson volumes ofM�,= (!).

Proof. We prove the result by induction on 2� − 2 + = > 0. The base case (�, =) = (0, 3) is trivial:
for any pair of pants %, we have Π% ≡ 1. Furthermore, the following argument can be adjusted
to prove that for a one-holed torus ) ,

Π) (f) =
∑
W∈S)

�K (
ℓf (m)), ℓf (W), ℓf (W)

)
= �) (f).

Consider Σ of type (�, =) and suppose now by induction that the proposition holds for surfaces
of Euler characteristic j > −(2� − 2 + =). By definition of the process, we can write ΠΣ(f) as a
sum over ∪G∈m1Σ%G (where %G = ∅ if G does not define a pair of pants):

ΠΣ(f) =
∑

%∈∪G∈m1Σ%G
.% (f) ΠΣ−%

(
f |Σ−%

)
.
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II. The combinatorial model of the moduli space of curves

Here, we identify % with its representative % ⊆ Σ having geodesic boundaries, and we set

.% (f) =
`f (Y% (f))
`f (m1Σ)

, Y% (f) = { G ∈ m1Σ | BΣ(G) ∈ spf (%) } . (5.5.3)

By induction hypothesis, we have ΠΣ−% (f |Σ−%) = ΩK
Σ−% (f |Σ−%). So, we only need to show that

.% (f) = -K
%
( ®ℓf (m%)) and that the embedded pairs of pants outside ∪G∈m1Σ%G do not contribute

to the geometric recursion sum defining ΩK
Σ
.

For the latter, we observe that if % ∉ ∪G∈m1Σ%G , then all points of spf (%) incident to m1Σ are
equidistant to an internal boundary of %. Therefore we see that the spine of f |% has the whole
of the first boundary adjacent to an internal boundary, and therefore from Lemma 3.2.11 we
see that -K

%
( ®ℓf (m%)) = 0. So, we can indeed restrict the range of the geometric recursion sum

defining ΩK
Σ
to % ∈ ∪G∈m1Σ%G .

For the former, we first give a description of -K
%
similar to (5.5.3 ). Let B% (G) be the first

intersection point (if it exists) between the geodesic shot from G orthogonally to m1Σ and the
spine of % – considered as a subset of Σ. We introduce the sets

spf (%) =
{{

B ∈ sp′f (%)
�� B is incident to m<Σ and m1Σ or only to m1Σ

}
if % ∈ BΣ,<{

B ∈ sp′f (%)
�� B is incident to m1Σ on both sides

}
if % ∈ CΣ

X% (f) = { G ∈ m1Σ | B% (G) ∈ spf (%) }

where it is understood that if B% (G) does not exist, G is not in X% (f). The properties of �K and
�K stressed in Lemma 3.2.11 show that

-K
% ( ®ℓf (m%)) =

`f (X% (f))
`f (m1Σ)

.

It remains to justify that X% (f) = Y% (f).

(⊆) Consider G ∈ X% (f). From the definition of spf (%), it is clear that spf (%) ⊆ sp′f (Σ) and
B% (G) is equidistant to mΣ in exactly two ways. In particular,

distf
(
B% (G), m1Σ

)
= distf

(
B% (G), m8Σ

)
< distf

(
B% (G), mΣ − (m1Σ ∪ m8Σ)

)
for some 8 ∈ {1, . . . , =}. Thus, BΣ(G) = B% (G) and B% (G) ∈ spf (%).

(⊇) Consider G ∈ Y% (f). Then we have B% (G) ∈ spf (Σ), so that B% (G) = BΣ(G) and B% (G) ∈
spf (%).

�

5.5.2 — Properties of the Kontsevich amplitudes

The geometric interpretation of ΩK
Σ
already shows the non-trivial fact that such functions take

values in [0, 1] ⊂ R. In the remaining part of this section we are going to show two other
properties of ΩK

Σ
.
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5. Functions from geometric recursion

Non-invariance under all braidings

From their definition, the geometric recursion amplitudes are a priori only invariant under
mapping classes that preserve the first boundary; the invariance under braidings of m1Σ with
some m<Σ for < ≠ 1 is not guaranteed. This full invariance turns out to hold for the hyperbolic
geometric recursion amplitudes ΩM

Σ
and the combinatorial geometric recursion amplitudes ΞK

Σ
,

for the obvious reason that they are identically 1. One could wonder if the full invariance also
holds for ΩK

Σ
, but we show this is already not the case for four-holed spheres.

Proposition 5.5.4. Let - be a four-holed sphere, and take W ∈ S- separating m1- and m2-
from m3- and m4- . Consider d = [q : - → -] ∈ Mod- the involution that fixes W and such that
q(m1-) = m3- and q(m2-) = m4- . Then d.ΩK

-
≠ ΩK

-
.

Proof. The curve W together with an arc from m1- to m3- , determine a seamed pants decom-
position of - , and we denote by (!, ℓ, g) ∈ R4

+ × R+ × R the corresponding combinatorial
Fenchel–Nielsen coordinates. If we choose f ∈ T- such that ℓf (W) is small enough, then by
the collar lemma we can make the length of any simple closed geodesic intersecting W greater
than max{!1 + !2, !3 + !4}. As �K(!8 , ! 9 , ℓ) vanishes for ℓ ≥ !8 + ! 9 , we have

ΩK
- (!1, !2, !3, !4, ℓ, g) = �K(!1, !2, ℓ)

and
d.ΩK

- (!1, !2, !3, !4, ℓ, g) = ΩK
- (!3, !4, !1, !2, ℓ, g) = �K(!3, !4, ℓ).

Choosing (!1, . . . , !4) ∈ R4
+ such that �K(!1, !2, ℓ) ≠ �K(!3, !4, ℓ), we obtain the thesis. �

This is the first example where the non-invariance of some geometric recursion amplitudes can
be established. Nevertheless, we know that after integration over the moduli space against `WP,
we obtain the symmetric polynomials (5.5.1 ). This is clear by the definition of the Kontsevich
volumes, but it can also be directly proved from the theory of the topological recursion, as
(�K, �K, �K) obey a set of quadratic relations (IHX relations) that guarantee the invariance of
the corresponding topological recursion amplitudes under permutations of !1, . . . , != – see e.g.
[Bor20 ].

Support with non-empty complement

We prove that the Kontsevich amplitudes are actually zero on some open subset. In order to
achieve this, we use geometric recursion to construct an auxiliary function which has the same
support as the Kontsevich amplitude and takes integer values.
Consider the following geometric recursion initial data

�(!1, !2, !3) = 1,

�(!, ! ′, ℓ) = � (! + ! ′ − ℓ),
� (!, ℓ, ℓ′) = � (! − ℓ − ℓ′),

(5.5.4)

where� (G) is theHeavisideH function. LetΩ�
Σ
∈ Mes(TΣ) be the geometric recursion amplitude

associated to Σ computed with respect to hyperbolic lengths. The value Ω�
Σ
(f) ∈ N is counting

the number of f-small pairs of pants decompositions1 of Σ. In particular, these are piecewise

1Such pants decomposition are “rooted”, in the sense that they always bound the first boundary component of
the surface at each step (cf. [ABO17 , Section 3.6])
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II. The combinatorial model of the moduli space of curves

constant functions on TΣ with values in non-negative integers and, for Σ connected of type (�, =),
we see that Ω�

Σ
is bounded by

∏2�−2+=
:=1

6: . The following lemma easily follows by induction
on 2� − 2 + =.

Lemma 5.5.5. The geometric recursion amplitudesΩ�
Σ
have the same support in TΣ asΩK

Σ
, and the

topological recursion amplitudes 〈Ω��,=〉(!) =
∫
M�,= (!)

Ω�
Σ
3`WP are homogeneous polynomials

of degree 6� − 6 + 2=.

Corollary 5.5.6. For Σ not of type (0, 3), the support of ΩK
Σ
has non-empty complement.

Proof. The Weil–Petersson volumes +WP
�,= (!) are polynomials in ! = (!1, . . . , !=) with non-

zero constant term, while 〈Ω��,=〉(!) are homogeneous of positive degree for (�, =) ≠ (0, 3).
Hence

lim
!→0

〈Ω��,=〉(!)
+WP
�,= (!)

= 0.

This shows that 〈Ω��,=〉(!) is strictly less than +WP
�,= (!) for small ! and we deduce there exists an

open set of T comb
Σ

(!) for small ! on which Ω�
Σ
< 1 and therefore on which Ω�

Σ
= 0, hence ΩK

Σ

vanishes. �

Remark 5.5.7. To conclude, we remark that the Laplace transform of the topological recursion
amplitudes 〈Ω��,=〉(!), namely

l�,= (I1, . . . , I=) =
(∫

R=+

=∏
8=1

3!8 !8 4
−I8!8 〈Ω��,=〉(!1, . . . , !=)

)
3I1 · · · 3I= (5.5.5)

satisfy a topological recursion à la Eynard–Orantin:

l�,= (I1, . . . , I=) = Res
I→0

 (I1, I)
(
l�−1,=+1(I,−I, I2, . . . , I=)

+
′∑

�1+�2=�
�1t�2={2,...,=}

l�1,1+|�1 | (I, I�1)l�2,1+|�2 | (−I, I�2)
)
,

(5.5.6)

where
 (I1, I) =

1

2I(I − I1)2
3I1

3I
and l0,2(I1, I2) =

3I13I2

(I1 − I2)2
. (5.5.7)

However, in this case the recursion kernel  (I1, I) does not have the usual structure of Equa-
tion (2.3.7 ) and the multidifferentials l�,= (I1, . . . , I=) are not symmetric under permutation of
their = variables. It seems to be the first known example where a non-symmetric topological
recursion yields a geometrically meaningful quantity.
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Chapter 6 — Rescaling flow: from hyperbolic to
combinatorial geometry

The hyperbolic and combinatorial Teichmüller spaces can be identified via the spine homeo-
morphism sp : TΣ → T comb

Σ
of Penner and Bowditch–Epstein (see Definition 3.1.10 ). In this

chapter, we consider a flow that interpolates between their respective geometries, coming from
the work of Mondello and Do [Mon09 ; Do10 ].

Definition 6.0.1. Let G ∈ T comb
Σ

(!) and V ∈ R+. Define VG ∈ T comb
Σ

(V!) to be the combina-
torial structure represented by the same marked ribbon graph, but with all lengths multiplied
by V. This define a flow, called the rescaling flow, on T comb

Σ
which preserves the strata and is

continuous. It can be lifted to ΦV : TΣ(!) → TΣ(V!) by the spine map: for f ∈ TΣ(!), set

ΦV (f) = fV = sp−1
(
V sp(f)

)
∈ TΣ(V!). (6.0.1)

The maps ΦV and V· areModΣ-equivariant, and thus descend to the moduli spacesM�,= (!) and
Mcomb
�,= (!). We also define the map 'V : T comb

Σ
(!) → TΣ(V!) by postcomposing V· with sp−1.

TΣ(!) T comb
Σ

(!)

TΣ(V!) T comb
Σ

(V!)

sp

ΦV V ·
'V

sp−1

(6.0.2)

The large V asymptotic of the rescaling flow has been previously studied pointwise on TΣ.
Theorem 6.A ([Mon09 ; Do10 ]). As V→∞:

• the metric space (Σ, V−1fV) converges in the Gromov–Hausdorff topology to the metric
ribbon graph sp(f) for any bordered surface Σ (cf. [Do10 , Theorem 1]);

• the Poisson structure V2'∗
V
cWP converges pointwise to cK on the top-dimensional strata of

T comb
Σ

(cf. [Mon09 , Theorem 4.3] or [Do10 , Theorem 2]).

In this chapter, we shall complete this description by giving effective bounds on the thick part of
the Teichmüller space for lengths, and on compacts for twist parameters, showing convergence
of the Fenchel–Nielsen coordinates.

Theorem 6.B. Let Σ be a bordered surfaces of type (�, =). For any W simple closed curve in Σ

and f ∈ TΣ, we have that

lim
V→∞

ℓfV (W)
V

= ℓsp(f) (W), (6.0.3)

and the convergence is uniform on the thick parts of TΣ. Moreover, given a seamed pants
decomposition, we have 3� − 3 + = hyperbolic and combinatorial twist parameter functions g8.
Then for any f ∈ TΣ, we have that

lim
V→∞

g8 (fV)
V

= g8
(
sp(f)

)
, (6.0.4)
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II. The combinatorial model of the moduli space of curves

and the convergence is uniform on every compact of TΣ.

Thanks to this uniformity, we can flow quite systematically results in hyperbolic geometry
to results in combinatorial geometry, and natural functions on TΣ to natural functions on
T comb
Σ

. In this regard, T comb
Σ

behaves like a differential-geometeric tropicalisation of TΣ. We use
this method to re-derive (an equivalent expression of) Penner’s formulae for the action of the
mapping class group on Dehn–Thurston coordinates [Pen82 ] from their hyperbolic analogue
[Oka93 ]. An immediate consequence of Penner’s formulae is a piecewise linear structure on the
combinatorial Teichmüller space.

Theorem 6.C. The combinatorial Fenchel–Nielsen coordinates equip T comb
Σ

with the structure
of a piecewise linear manifold.

As a second application, we show that the flow in the V→∞ limit takes the hyperbolic geometric
recursion amplitudes to the combinatorial counterpart, and does the same for topological
recursion after integration. See Theorems 6.3.5 and 6.4.1 for more precise statements.

Theorem 6.D. Let (�V , �V , �V)V≥1 be a 1-parameter family of initial data that are “uniformly
admissible” and converging uniformly on any compact to a limit ( �̂, �̂, �̂) as V→∞. Denote by
ΩΣ;V the GR amplitudes on TΣ, which results from the initial data (�V , �V , �V), and by Ξ̂Σ the
GR amplitudes on T comb

Σ
, which results from the initial data ( �̂, �̂, �̂).

• For any bordered surface Σ and f ∈ TΣ,

lim
V→∞

ΩΣ;V (fV) = Ξ̂Σ

(
sp(f)

)
, (6.0.5)

and the convergence is uniform on any compact of TΣ.

• If (�V , �V , �V)V≥1 are “uniformly strongly admissible”, and the converge is uniform on
any subset of the form (0, "]3 ⊂ R3

+, then for 2� − 2 + = > 0 and any ! ∈ R=
+

lim
V→∞

〈Ω�,=;V〉(V!)
V6�−6+2=

= 〈Ξ̂�,=〉(!), (6.0.6)

and the convergence is uniform for ! in any set of the form (0, "]= with " > 0.

In particular, this gives a second proof of the combinatorial Mirzakhani–McShane identity by
applying the flow to the original hyperbolic Mirzakhani–McShane identity.

6.0.1 — Relation with previous works and open problems

As already mentioned, the rescaling flow originates from the work of Mondello and Do [Mon09 ;
Do10 ], using the spine construction of Penner and Bowditch–Epstein [Pen87 ; BE88 ]. Here
we promote some of their results from pointwise to uniform convergence. Geometrically, it
formalises the idea that hyperbolic surfaces “flows uniformly” to their spine.
We also remark that a rescaling flow previously appeared in a similar form in the work
of Papadopoulos–Penner [PP93 ], building on the fact that measured foliations appears as
Thurston’s boundary of the Teichmüller space. More precisely, they considered the decorated
Teichmüller space T̃Σ(!) of a punctured surface Σ, parametrising hyperbolic structures with
cusps and horocycles of length ! around the punctures, which can be equipped with the pull-
back of the Weil–Petersson symplectic form. Using a rescaling flow, Papadopoulos and Penner
shows that the Weil–Petersson form on T̃Σ approaches Thurston symplectic form in this limit.
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6. Rescaling flow: from hyperbolic to combinatorial geometry

As of Penner’s formulae [Pen82 ] for the action of the mapping class group on Dehn–Thurston
coordinates, he proved this result by direct combinatorial methods. We note that our proof is
different, as we obtain it from the hyperbolic case via the rescaling flow.
We also observe that Theorem 6.D “lifts” Mirzakhani’s proof of Witten’s conjecture to the
geometric level of functions on Teichmüller space. More precisely, she was able to show
Equation (6.0.6 ) for the particular case of Weil–Petersson volumes and Kontsevich volumes
by analysing the rescale at the level of intersection numbers. Here, we deduce such limit (and
more general ones) as a consequence of the same type of scaling, but at the level of functions
(i.e. from Equation (6.0.5 )).
We conclude with an open question, which would be interesting for applications discussed in
Chapter 8 .

Question 6.E. Consider the Jacobian of the rescaling flow 'V : T comb
Σ

(!) → TΣ(V!), 'V (G) =
sp−1(VG):

�V =
1

V6�−6+2=

'∗
V
3`WP

3`K
, (6.0.7)

viewed as a function on T comb
Σ

(!) × R+. We know by Theorem 6.A due to Mondello that �V
converges pointwise to 1. Is it possible to improve such result, and get an “integrable enough”
bound independent of V?

6.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 6.1 we discuss the uniform convergence of hyperbolic lengths and twists to
their combinatorial counterparts.

• Using the aforementioned convergence, in Section 6.2 we re-prove Penner’s formulae
for the action of the mapping class group on Dehn–Thurston coordinates (in this setting,
combinatorial Fenchel–Nielsen). This endows the combinatorial Teichmüller space with
the structure of a piecewise linear manifold.

• In Sections 6.3 and 6.4 we show how the rescaling flow behaves naturally with respect to
geometric recursion and topological recursion.

6.1 — Convergence of lengths and twists

Convergence of lengths

We first obtain an effective comparison between lengths of simple closed curves along the
flow, by refining the arguments of [Do10 ]. Recall first that, for any bordered surface Σ, the
combinatorial systolewith respect to G ∈ T comb

Σ
is defined as the shortest essential simple closed

curve:
sysG = inf

W∈SΣ

ℓG (W). (6.1.1)

Moreover, we define the n-thick part of T comb
Σ

, denoted T comb,≥n
Σ

, as the subset of combinatorial
structures G for which sysG ≥ n and ℓG (m8Σ) ≥ n for all 8 = 1, . . . , =. Analogous definition holds
for TΣ.
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II. The combinatorial model of the moduli space of curves

Proposition 6.1.1. Let Σ be a bordered surface of topology (�, =). For any G ∈ T comb
Σ

, we
denote f = sp−1(G) and fV = sp−1(VG). Then for all V ≥ 1, we have

∀W ∈ SΣ ∪ mΣ, ℓG (W) ≤
ℓfV (W)
V

. (6.1.2)

Moreover, for any n > 0 there exists Vn ≥ 1 and ^n > 0 depending only on n and the topological
type of Σ, such that for any V ≥ Vn and G ∈ T comb,≥n

Σ
we have

∀W ∈ SΣ ∪ mΣ,
ℓfV (W)
V

≤
(
1 + ^n

V

)
ℓG (W). (6.1.3)

We can take ^n and Vn increasing with 2� − 2 + =.

An immediate consequence of the above bounds is the following convergence result for length
of simple closed curves.

Corollary 6.1.2. For any W ∈ SΣ ∪ mΣ and f ∈ TΣ, we have

lim
V→∞

ℓfV (W)
V

= ℓsp(f) (W), (6.1.4)

and the limit is uniform when sp(f) belongs to the thick part of T comb
Σ

.

Proof of Proposition 6.1.1 . If W is a boundary curve, there is nothing to prove since ℓfV (W) =
Vℓf (W). We now assume W ∈ SΣ and start from the last inequality in the proof of [Do10 , Lemma
11]:

∀W ∈ SΣ ℓG (W) ≤
ℓfV (W)
V

≤ ℓG (W) +
2�G (W) AV

V
, (6.1.5)

where �G (W) is the number (with multiplicity) of edges along which the non-backtracking
representative of W in G travels, and AV is the maximal of rib lengths with respect to fV. This
already gives the lower bound.
Recall that G contains at most 6� − 6 + 3= edges. We say that an edge is n-big if its length in
G is larger or equal to n/(6� − 6 + 3=), and that it is n-short otherwise. Denote by � (n )

G
(W) the

number (with multiplicity) of n-big edges along which W travels. If we assume that sysG ≥ n , the
union of the n-short edges appearing in W must be a forest. As W is a closed loop, it has to exit
each tree it passes through via an n-big edge. Hence �G (W) ≤ (6� − 6 + 3=)� (n )

G
(W). Observing

that n
6�−6+3= �

(n )
G
(W) ≤ ℓG (W), we obtain

�G (W) ≤
(6� − 6 + 3=)2

n
ℓG (W).

Wemust now bound uniformly the maximum of rib lengths for fV . For this purpose, we bound
the distance between any point of the surface to the boundary for the metric fV. Recall that
the injectivity radius at a point @ ∈ Σ for the hyperbolic structure f, here denoted rf (@), is the
supremum of all d > 0 such that there is a locally isometric embedding of an open hyperbolic
disk of radius d. Since the area of (Σ, fV) is 2c(2� − 2 + =), which must be greater or equal to
the area of such disks, we have

rf (@) ≤
√
2(2� − 2 + =). (6.1.6)
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6. Rescaling flow: from hyperbolic to combinatorial geometry

Besides, it is clear that
rf (@) = min

{
1
2sysf (@), distf (@, mΣ)

}
, (6.1.7)

where sysf (@) is defined to be the infimum over the lengths of non-constant geodesic loops
based at @. We apply this to the hyperbolic structure fV. Using the lower bound (6.1.5 ), we
remark that

Vn ≤ sysVG ≤ sysfV ≤ sysfV (@).

If V ≥ Vn =
2
√
2(2�−2+=)
n

, we deduce from (6.1.6 ) and (6.1.7 ) that

∀@ ∈ Σ, distfV (@, mΣ) ≤
√
2(2� − 2 + =).

In particular, choosing for @ the vertices of G, we find AV ≤
√
2(2� − 2 + =). Together with

(6.1.5 ), it shows that

∀V ≥ Vn ∀W ∈ SΣ, ℓG (W) ≤
ℓfV (W)
V

≤
(
1 + 18

√
2(2� − 2 + =)5/2

Vn

)
ℓG (W),

which gives the thesis. �

Convergence of twists

Studying the convergence of twists along the flow by a direct geometric method requires bounds
on the distance between the hyperbolic and combinatorial seams. Instead of following this
direction, we use the hyperbolic (9� − 9 + 3=)-theorem to write the hyperbolic twists in terms
of hyperbolic lengths of certain curves, than show that these formulae converge with help
of Proposition 6.1.1 , and compare the limit to the expressions for the combinatorial twists
underlying the combinatorial (9� − 9 + 3=)-theorem established in Section 3.5 .

Proposition 6.1.3. Let Σ be a bordered surface of type (�, =), fix a seamed pants decomposition
and let (g8)3�−3+=8=1 be the associated combinatorial twist parameters. For any compact  ⊂ T comb

Σ

and G ∈  , we denote f = sp−1(G) and fV = sp−1(VG). There exists constants V ≥ 1 and
2 > 0 depending only on  such that, for any V ≥ V and 8 ∈ {1, . . . , 3� − 3 + =}, we have����g8 (fV)V

− g8 (G)
���� ≤ 2 V . (6.1.8)

An immediate consequence of the above bound is the convergence result for twist parameters.

Corollary 6.1.4. In any fixed seamed pants decomposition, for f ∈ TΣ, we have

lim
V→∞

g8 (fV)
V

= g8
(
sp(f)

)
, (6.1.9)

and the limit is uniform when f belongs to an arbitrary compact of TΣ.

Before starting the proof of Proposition 6.1.3 , we recall the formulae which allows us for
four-holed spheres and one-holed tori to express the change of Fenchel–Nielsen coordinates
under a flip of the pair of pants decomposition. They can be found in [Oka93 , Theorems 1.i
and 2.i], or deduced from [Bus10 , Sections 3.3 and 3.4].
Let - be a four-holed sphere and f ∈ T- (!1, !2, !3, !4). We place ourselves in the situation de-
scribed in Section 3.5 . Namely, we fix a coordinate system, which in turn defines a simple closed
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II. The combinatorial model of the moduli space of curves

curve W separating - into a pair of pants having boundary components (m1-, m4-, W) and an-
other pair of pants having boundary components (m2-, m3-, W); we have X a simple closed curve
intersecting W exactly twice and separating - into a pair of pants having boundary components
(m1-, m2-, X) and another pair of pants having boundary components (m3-, m4-, X); finally, let
[ be the curve obtained from W by applying a Dehn twist along X. Let f ∈ T- (!1, !2, !3, !4)
and denote ℓ = ℓf (W), ℓ′ = ℓf (X) and ℓ′′ = ℓf ([), and define g to be the hyperbolic twist
determined by the seamed pants decomposition. If we define

�8, 9 (ℓ) = cosh2( ℓ2 ) + cosh
2( !82 ) + cosh

2( ! 92 ) + 2 cosh(
!8
2 ) cosh(

! 9

2 ) cosh(
ℓ
2 ) − 1, (6.1.10)

the length of X is then given in terms of Fenchel–Nielsen coordinates by

cosh( ℓ
′ (ℓ,g)
2 ) sinh2( ℓ2 ) = cosh( !12 ) cosh(

!2
2 ) + cosh(

!3
2 ) cosh(

!4
2 )

+ cosh( ℓ2 )
(
cosh( !12 ) cosh(

!3
2 ) + cosh(

!2
2 ) cosh(

!4
2 )

)
+ cosh(g)

√
�1,4(ℓ)�2,3(ℓ),

(6.1.11)

while the length of [ is ℓ′′(ℓ, g) = ℓ′(ℓ, g + ℓ).
Likewise, if) is a one-holed torus, f ∈ T) (!), andwe are in the situation described in Section 3.5 ,
the length of X is given by

cosh
(
ℓ′ (ℓ,g)

2

)
=

cosh( g2 )
sinh( ℓ2 )

√
cosh( !2 ) + cosh(ℓ)

2
, (6.1.12)

while the length of [ is ℓ′′(ℓ, g) = ℓ′(ℓ, g + ℓ).

Proof of Proposition 6.1.3 . Fixf in a compact ofTΣ, and denoteG = sp(f). We use repeatedly
Proposition 6.1.1 , which implies that for any simple closed curve a chosen in a fixed finite
subset of SΣ ∪ mΣ, we have

ℓG (a) ≤
ℓfV (a)
V

≤ ℓG (a) +
2 

V

for any V ≥ V and some constant 2 > 0 depending only on the compact  and this finite
set. In what follows, 2 , 2′ , . . . denote positive constants depending on  and whose value
may change from line to line. We denote lengths and twists with a superscript V to refer to the
hyperbolic quantities measuredwith respect tofV , while lengths and twists without superscripts
denote the combinatorial quantities measured with respect to G.
As the twist parameters gV

8
and g8 are computed locally in each piece Σ8 of type (0, 4) or (1, 1)

defined by the seamed pants decomposition as in Section 3.5 , we can restrict our attention to
each piece separately. On Σ8 we have the curve X8 defined by the seamed pants decomposition,
and for every : ∈ Z we consider the curve obtained as the image of X8 after : Dehn twists along
W8. Denote by ℓ (:) ,V

8
its hyperbolic length with respect to fV, and by ℓ (:)

8
its combinatorial

length with respect to G. Compared to the notation of Section 3.5 ,

ℓ
′V
8

= ℓ
(0) ,V
8

, ℓ
′′V
8

= ℓ
(1) ,V
8

, ℓ′8 = ℓ
(0)
8
, ℓ′′8 = ℓ

(1)
8
.

As we work with a single piece at a time, we in fact often omit the subscript 8. Suppose Σ8 = -
is a four-holed sphere. With the labelling matching the one described in Section 3.5 , we denote
!
V

8
= ℓfV (m8-) for 8 ∈ {1, 2, 3, 4}. According to Lemma 3.5.2 , we have

ℓ (:) = max
{
!1 + !3 − ℓ, !2 + !4 − ℓ, 2|g + :ℓ | + "1,4(ℓ) + "2,3(ℓ)

}
(6.1.13)
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6. Rescaling flow: from hyperbolic to combinatorial geometry

where "8, 9 (ℓ) = max
{
0, !8 − ℓ, ! 9 − ℓ,

!8+! 9−ℓ
2

}
. The open sets

* (:) =
{
G ∈ T comb

Σ

��� 2ℓ < g + :ℓ < 4ℓ
}
, : ∈ Z.

cover the compact  , so we can select finitely many indices :1, . . . , :# ∈ Z to cover  . If
G ∈ * (:) ∩ for some : ∈ { :1, . . . , :# }, the maximum in (6.1.13 ) is given by the last argument,
that is

ℓ (:) = 2(g + :ℓ) + "1,4(ℓ) + "2,3(ℓ)
which we see as an expression of g + :ℓ in terms of other lengths. We would like to compare it,
when V is large, to the expression of gV + :ℓV which we can access via Equation (6.1.11 ), namely

cosh(gV + :ℓV) =
[
cosh

(
ℓ (:) ,V

2

)
sinh2

(
ℓV

2

)
− cosh

( !V1
2

)
cosh

( !V2
2

)
− cosh

( !V3
2

)
cosh

( !V4
2

)
− cosh

(
ℓV

2

) (
cosh

( !V1
2

)
cosh

( !V3
2

)
+ cosh

( !V2
2

)
cosh

( !V4
2

) ) ]
�
−1/2
1,4 (ℓ

V)�−1/22,3 (ℓ
V).

(6.1.14)

To obtain an upper bound for the right-hand side of (6.1.14 ), we can ignore the negative terms
and use as upper bound for the numerator

cosh
(
ℓ (:) ,V

2

)
sinh2

(
ℓV

2

)
≤ 1

4
4
ℓ (:) ,V

2 +ℓV
,

and as lower bound for the factors in the denominator

�8, 9 (ℓV) ≥ 1
4 4

max
{
ℓV ,!

V

8
,!
V

9
,
!
V
8
+!V
9
+ℓV

2

}
≥ 1

4 4
max

{
!
V

8
,!
V

9
,
!
V
8
+!V
9
+ℓV

2

}
.

Combined with arcosh(G) ≤ log(2G) for G ≥ 1, this results in

|gV + :ℓV |
V

≤ 1

V

(
log 2 + ℓ

(:) ,V

2
+ ℓV − 1

2 max
{
!
V

1 , !
V

4 ,
!
V

1 +!
V

4 +ℓ
V

2

}
− 1

2 max
{
!
V

2 , !
V

3 ,
!
V

2 +!
V

3 +ℓ
V

2

})
≤ ℓ

(:)

2
+ ℓ − 1

2 max
{
!1, !4,

!1+!4+ℓ
2

}
− 1

2 max
{
!2, !3,

!2+!3+ℓ
2

}
+
2′
 

V

≤ ℓ
(:)

2
− 1

2

(
"1,4(ℓ) + "2,3(ℓ)

)
+
2′
 

V

and thus
|gV + :ℓV |

V
≤ g + :ℓ +

2′
 

V
.

We now look for a bound from below for (6.1.14 ). We first observe that by Equation (6.1.2 ), we
have ℓV ≥ ℓ for V ≥ 1. Since on the compact  , ℓ is bounded from below by n > 0, we deduce
that

sinh2
(
ℓV

2

)
≥ < 4ℓ

V

with < =
(1 − 4−n )2

4
> 0.

This leads to a (rather crude) lower bound for the numerator of the right-hand side of (6.1.14 )

cosh
(
ℓ (:) ,V

2

)
sinh2

(
ℓV

2

)
− cosh

( !V1
2

)
cosh

( !V2
2

)
− cosh

( !V3
2

)
cosh

( !V4
2

)
− cosh

(
ℓV

2

) (
cosh

( !V1
2

)
cosh

( !V3
2

)
+ cosh

( !V2
2

)
cosh

( !V4
2

) )
≥ < 

2 4
ℓ (:) ,V

2 +ℓV − 4
!
V

1 +!
V

2
2 − 4

!
V

3 +!
V

4
2 − 4

ℓV+!V1 +!
V

3
2 − 4

ℓV+!V2 +!
V

4
2

≥ < 
4 4

ℓ (:) ,V

2 +ℓV +
(
< 
4 4

ℓ (:) ,V

2 +ℓV − 4 4
1
2 max{!V1 +!

V

2 ,!
V

3 +!
V

4 ,!
V

1 +!
V

3 +ℓ
V ,!

V

2 +!
V

4 +ℓ
V }

)
.

(6.1.15)
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II. The combinatorial model of the moduli space of curves

We split the first term in order to exhibit positivity of our lower bound – which is therefore not
useless. Indeed, using Proposition 6.1.1 and Equation (6.1.13 ) on* (:) ∩  we get

ℓ (:) ,V

2
+ ℓV ≥ max

{
!
V

1 + !
V

2 , !
V

3 + !
V

4 , !
V

1 + !
V

3 + ℓ
V , !

V

2 + !
V

4 + ℓ
V
}
+ V2′′ 

for some constant 2′′
 
> 0. Consequently, there exists V ≥ 1 such that for any V ≥ V the

expression inside the bracket in (6.1.15 ) is positive, and can be ignored in the lower bound. To
obtain an upper bound for the denominator of (6.1.14 ), we write

�8, 9 (ℓV) ≤ 5 4
max

{
ℓV ,!

V

8
,!
V

9
,
!
V

8
+!V

9
+ℓV

2

}
.

Combined with arcosh(G) ≥ log G, this implies for V ≥ V 
|gV + :ℓV |

V
≥ 1

V

(
log

(< 
20

)
+ 1

2ℓ
(:) ,V − 1

2 max
{
ℓV , !

V

1 , !
V

4 ,
!
V

1 +!
V

4 +ℓ
V

2

}
− 1

2 max
{
ℓV , !

V

2 , !
V

3 ,
!
V

2 +!
V

3 +ℓ
V

2

})
≥ g + :ℓ −

2′′′
 

V

using the arguments we already used for the upper bound. We deduce that on* (:) ∩  and for
V ≥ V ���� |gV + :ℓV |V

− (g + :ℓ)
���� ≤ 2 V . (6.1.16)

A similar argument shows that on* (:) ∩  and for V ≥ V , we have���� |gV + (: + 1)ℓV |V
−

(
g + (: + 1)ℓ

) ���� ≤ 2 V , (6.1.17)

for perhaps larger constants V , 2 > 0. We can now conclude by using (6.1.16 )–(6.1.17 ) to
estimate

gV

V
=

V

2ℓV

(����gV + (: + 1)ℓVV

����2 − ����gV + :ℓVV

����2) − (2: + 1)ℓV2V
.

Since ℓV ≥ n > 0 on the compact  , we arrive on* (:) ∩  and for V ≥ V at the inequality����gVV − g���� ≤ 2 V , (6.1.18)

for perhaps larger constants V , 2 > 0. These argumentswere done for a fixed : ∈ {:1, . . . , :# },
and as (* (:8) )#

8=1 cover  , we can find constants V and 2 such that the same estimate (6.1.18 )
holds uniformly over  for V ≥ V .
A similar argument can be carried out for Σ8 being a one-holed torus, in the situation described
in Section 3.5 . Instead of (6.1.14 ) we should estimate gV + :ℓV via the formula

cosh
(
gV+:ℓV

2

)
= cosh

(
ℓ (:) ,V

2

)
sinh

(
ℓV

2

) √
2

cosh
(
!V

2

)
+ cosh(ℓV)

coming from (6.1.12 ), and compare it to the expression of g + :ℓ deduced from Lemma 3.5.4 .
As the estimates in this case are much easier and without surprise, we omit them.
We conclude that the desired estimate (6.1.8 ) is valid for any fixed 8 ∈ {1, . . . , 3� − 3 + =}, and
since this set is finite we can choose constants V and 2 independently of 8: in the end, they
only depend on the fixed seamed pants decomposition and on the compact  . �
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6. Rescaling flow: from hyperbolic to combinatorial geometry

6.2 — Penner’s formulae

The combinatorial Fenchel–Nielsen coordinates on T comb
Σ

described in Theorem 3.4.5 depend
on a seamed pants decomposition (P,S). Notice that changing S amounts to changing g8 (G) ↦→
g8 (G) + :8ℓ8 (G) by some :8 ∈ Z, while ℓ8 (G) remains unchanged. The most interesting case
occurs when we change the pair of pants decomposition P. From [HT80 ], these changes are
generated by local changes in four-holed spheres and one-holed tori and were firstly described
by Penner in [Pen82 ; Pen84 ] for the case of multicurves. A generalisation of such action to
measured laminations can be found in [PH92 ]. Notice that the same formulae apply to T comb

Σ
, as

the different behaviour of the foliations at the boundary do not affect the coordinates themselves
(cf. Section 3.1.2 ).
In this section we give a new proof of Penner’s result, by flowing their hyperbolic analogue
found by Okai1 [Oka93 ]. We now report on these hyperbolic formulae.
Four-holed sphere. For a four-holed sphere - , consider the hyperbolic Fenchel–Nielsen
coordinates (ℓ, g) ∈ T- (!1, !2, !3, !4) relative to the system of curves (P,S) of Figure 6.1 .
Then the change of seamed pants decomposition to (P′,S′) is given by Equation (6.1.11 ) and

cosh
(
g′(ℓ, g)

)
=

[
sinh2

( ℓ′ (ℓ,g)
2

)
cosh

(
ℓ
2

)
− cosh

( !1
2

)
cosh

( !4
2

)
− cosh

( !2
2

)
cosh

( !3
2

)
− cosh

( ℓ′ (ℓ,g)
2

) (
cosh

( !1
2

)
cosh

( !3
2

)
+ cosh

( !2
2

)
cosh

( !4
2

) ) ]
�1,2(ℓ)−1/2�3,4(ℓ)−1/2

(6.2.1)

with sgn(g′) = −sgn(g) and �8, 9 (ℓ) has been defined in (6.1.10 ).
One-holed torus. For a one-holed torus ) , consider the global coordinates (ℓ, g) ∈ T) (!)
relative to (P,S) of Figure 6.2 . Then the change of coordinate system to (P′,S′) is given by
by Equation (6.1.12 ) and

cosh
( g′ (ℓ,g)

2

)
= cosh

(
ℓ
2

)√√ cosh2( g2 )
(
cosh( !2 ) + cosh(ℓ)

)
− 2 sinh2( ℓ2 )

cosh2( g2 )
(
cosh( !2 ) + cosh(ℓ)

)
+ sinh2( ℓ2 ) (cosh(

!
2 ) − 1)

(6.2.2)

with sgn(g′) = −sgn(g).
Using the convergence under the rescaling flow of hyperbolic length and twist parameters to
the combinatorial analogues, we can give a new proof of Penner’s formulae.Present a

comparison
Proposition 6.2.1 (Penner’s formulae).
Sphere with four boundary components. For a four-holed sphere - , consider the global
coordinates (ℓ, g) ∈ T comb

-
(!1, !2, !3, !4) relative to the system of curves (P,S) of Figure 6.1 .

Then the change of coordinate system to (P′,S′) is given by Equation (3.5.2 ) and

|g′(ℓ, g) | = 1

2

��2|g | + ℓ + "1,4(ℓ) + "2,3(ℓ) − ℓ′(ℓ, g) − "1,2(ℓ′) − "3,4(ℓ′)
�� (6.2.3)

with sgn(g′) = −sgn(g). We recall here that "8, 9 (ℓ) = max
{
0, !8 − ℓ, ! 9 − ℓ,

!8+! 9−ℓ
2

}
.

1In [Oka93 , Theorem 2.ii] there is a misprint in the denominator of the formula giving g′ for the one-holed
torus. More precisely, the first cosh( !2 ) should not be squared, and the second cosh( !2 ) should be replaced with
cosh( !2 ) − 1. We report the correct formula (6.2.2 ) here.
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!1

!4 !3

!2

W

V

!1

!4 !3

!2

W′

V′

Figure 6.1: Change in the coordinate system of - .

V

W

!

W′

V′

!

Figure 6.2: Change in the coordinate system of ) .

Torus with one boundary component. For a one-holed torus ) , consider the global coordi-
nates (ℓ, g) ∈ T comb

)
(!) relative to the system of curves (P,S) of Figure 6.2 . Then the change of

coordinate system to (P′,S′) is given by Equation (3.5.4 ) and

|g′(ℓ, g) | =
��ℓ − [

!
2 − ℓ

′(ℓ, g)
]
+
�� (6.2.4)

with sgn(g′) = −sgn(g).

Proof. The formulae follow from Equations (6.2.1 )–(6.2.2 ) by direct computation, together
with the convergence of length and twist parameters and using relations of the form

∀0, 1 ∈ R+, lim
V→∞

1

V
log

(
4V0 + 4V1

)
= max { 0, 1 }.

The reader can check that the limit of Equations (6.1.11 ) and (6.1.12 ) coincide with Equa-
tions (3.5.2 ) and (3.5.4 ). �

Remark 6.2.2. As stated in the introduction, Penner’s original formulae for the action of the
mapping class group onDehn–Thurston coordinates are expressed in a different (but equivalent)
way. We present here a comparison for the one-holed torus. In this case, Penner’s formulae
reads (cf. [Pen82 , Theorem 6.1])


ℓ′11 = [A − |C1 |]+
A ′ = A + ℓ11 − ℓ′11
ℓ′23 = |C1 | − A + ℓ′11


C ′2 = C2 + ℓ11 + [min{A − ℓ′11, C1}]+
|C ′1 | = |ℓ23 + A − ℓ′11 |
sgn(C ′1) = −sgn(C1)

(6.2.5)
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6. Rescaling flow: from hyperbolic to combinatorial geometry

and the translation from his notation to ours (cf. [Pen82 , Figure 6.4]) is
! = 2(ℓ11 + A)
ℓ = A + ℓ23
ℓ11 =

[
!−2ℓ
2

]
+

g = C1

(6.2.6)

and similarly for the primed quantities. We can now check that Penner’s original formulae
are equivalent to ours. First of all, we should find that the length of the boundary is fixed, i.e.
! ′ = !. Indeed:

! ′ = 2(A ′ + ℓ′11) = 2(A + ℓ11 − ℓ′11 + ℓ′11) = 2(A + ℓ11) = !. (6.2.7)

Let us check now that the change in the length coordinate agrees with Equation (3.5.4 ):

ℓ′ = A ′ + ℓ′23 = A + ℓ11 − ℓ′11 + |C1 | − A + ℓ′11 = |C1 | + ℓ11 = |g | +
[
! − 2ℓ

2

]
+
. (6.2.8)

Similarly, the change in the twist parameter agrees with Equation (6.2.4 ): indeed, the signs agree
and the modulus is given by

|g′ | = |A + ℓ23 − ℓ′11 | =
����ℓ − [

! − 2ℓ

2

]
+

���� . (6.2.9)

Remark 6.2.3. To give a complete description of the action of the mapping class group on
combinatorial Fenchel–Nielsen coordinates, one should consider the effect of the change of the
coordinate systems described in Figures 6.1 and 6.2 to the twisting numbers at the boundary
components (cf. Equation (3.4.7 )). Although Okai does not consider this, one can easily
compute the change on the twisting numbers at the boundary components using hyperbolic
trigonometry, and flow such formulae to obtain the analogous results in the combinatorial
setting.
We present here the argument for a one-holed torus ) , and remark that the same reasoning
applies verbatim to a four-holed sphere. In order to talk about twisting number at the boundary,
we fix an isotopy class of a hyperbolic metric on ) , as well as geodesics representatives of curve
as in Figure 6.3 . In particular, we have well-defined Fenchel–Nielsen coordinates (ℓ, g) and
(ℓ′, g′) relative to (P,S) and (P′,S′) respectively, as in Proposition 6.2.1 , and twisting numbers
at the boundary C and C ′.
In order to find the change in the twisting number at the boundary, we need to compute the
distance between the seam B1 and the seam D1, which is C ′ − C = !

4 + ΔC. In particular ΔC is the
signed distance between { and D1. First, notice that sgn(ΔC) = −sgn(g′). On the other hand,
from the orthogonal non-convex hyperbolic hexagon ΔC → D1 → g′→ D2 → ΔC → {, we get

cosh(g′) = sinh2(ΔC) cosh({) + cosh2(ΔC). (6.2.10)

The orthogonal pentagons on the right-hand side of Figure 6.3 give sinh( {2 ) sinh(
!
4 ) = cosh( ℓ2 ),

so that

cosh(g′) = 2 sinh2(ΔC)
(
cosh2( ℓ2 )
sinh2( !4 )

+ 1
)
+ 1, sgn(ΔC) = −sgn(g′). (6.2.11)
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W

V

B1

B2

g
{

D1

g′

D2

ΔC

ΔC

m)

B B

ℓ/2 ℓ/2

!/2

{/2

Figure 6.3: Twist change at the boundary for ) .

Using the rescaling flow, we obtain the following formula for the combinatorial quantities:

|ΔC | = |g
′ |
2
− 1

2

[
ℓ − !

2

]
+
, sgn(ΔC) = −sgn(g′). (6.2.12)

As in the case of measure foliations, completion of the set of multicurves, we can conclude a
piecewise linear structure on the combinatorial Teichmüller space.

Corollary 6.2.4. Let Σ be a bordered surface of type (�, =) with two seamed pants decomposi-
tions (P,S) and (P′,S′), defining combinatorial Fenchel–Nielsen coordinates

Φ,Φ′ : T comb
Σ −→ (R+ ×R)3�−3+=. (6.2.13)

Then the change of coordinate Φ′ ◦ Φ−1 between open subsets of (R+ × R)3�−3+= is piecewise
linear. In particular, the combinatorial Teichmüller space T comb

Σ
is endowed with a canonical

piecewise linear structure.

Remark 6.2.5. The above transformations are not continuous on the whole of R+ × R. The
locus of discontinuity actually identifies a subset of the non-admissible twists, i.e. the creation
of saddle connections in the measured foliation perspective (cf. Question 3.B ). For instance,
the plot of ℓ′ and g′ on R+ ×R ⊃ T comb

)
(!) for a one-holed torus is illustrated in Figure 6.4 .

Notice that along the line

l =
[
!
2 , +∞

)
× { 0 } ,

the function ℓ′ is identically zero, while g′ has a discontinuity. But l is not in the image of
T comb
)

(!) under the map Φ of Theorem 3.4.5 . Thus, having ℓ′ = 0 and g′ discontinuous along l
is not contradictory.

6.3 — Geometric recursion in the flow

Geometric recursion in the hyperbolic and combinatorial settings produces functions respec-
tively on the moduli spacesM�,= (!) andMcomb

�,= (!). The main result of this section is that
the flow in the V → ∞ limit takes the hyperbolic geometric recursion to the combinatorial
geometric recursion.
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6. Rescaling flow: from hyperbolic to combinatorial geometry

Figure 6.4: The graphs of ℓ′(ℓ, g) and g′(ℓ, g), with ! = 2.

6.3.1 — Rescaling initial data

Before considering the behaviour of geometric recursion amplitudes in the flow, we discuss the
rescaling of initial data.

Definition 6.3.1. Let (�V , �V , �V)V≥1 be a family of triples of measurable functions on R3
+.

We say it is uniformly (strongly) admissible if the constants in the (strong) admissibility can be
chosen to be independent of V ≥ 1.

We remark that here, the triple (�, �, �) is completed by a natural choice of �, according to
Section 5.2.3 .
We introduce now the rescaling operator, acting on a function q : R:

+ → R by

dV∗q(!) = q(V!). (6.3.1)

We notice two basic properties of this rescaling. Firstly, limits of uniformly admissible rescaled
initial data (if they exist) are automatically admissible.

Lemma 6.3.2. Let (�V , �V , �V)V≥1 be initial data such that dV∗(�V , �V , �V) is uniformly admis-
sible and converges to a pointwise limit ( �̂, �̂, �̂). Then ( �̂, �̂, �̂) is admissible.

Proof. This is clear by taking the V → ∞ limit in the inequalities specified by the uniform
admissibility. �

Secondly, if we rescale initial data that do not depend on V, the limit (if it exists) must be
supported on small pairs of pants.

Lemma 6.3.3. If (�, �, �) is admissible, then dV∗(�, �, �) is uniformly admissible, with same
bounding constants. Besides, if dV∗(�,�) has a pointwise limit (�̂, �̂) when V→∞, then{

ℓ > ! + ! ′ =⇒ �̂(!, ! ′, ℓ) = 0,

ℓ + ℓ′ > ! =⇒ �̂ (!, ℓ, ℓ′) = 0.
(6.3.2)

Proof. The bound on dV∗� is clear. For the bound on �, we write

sup
!,!′,ℓ≥n

���(V!, V! ′, Vℓ)�� (1 + [ℓ − ! − ! ′]+) B ≤
≤ sup
!,!′,ℓ≥Vn

���(!, ! ′, ℓ)�� (1 + [ℓ − ! − ! ′]+) B ( 1 + [(ℓ − ! − ! ′)/V]+
1 + [ℓ − ! − ! ′]+

) B
.
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II. The combinatorial model of the moduli space of curves

Since V ≥ 1, we can bound the last expression by the supremum over !, ! ′, ℓ ≥ n . We also
observe that C ↦→ 1+[C/V ]+

1+[C ]+ is equal to 1 for C ≤ 0 and is decreasing for C > 0, hence it is uniformly
bounded by 1. Using the initial bound for � we get the desired bound for dV∗�. The bound for
dV∗� is proved similarly.
To establish the vanishing property for �̂, we fix (!, ! ′, ℓ) such that ℓ − (! + ! ′) ≥ n and
min{!, ! ′, ℓ} ≥ n > 0 for some n > 0. Specialising the admissibility condition for � at B = 1 and
rescaled lengths, we have ���(V!, V! ′, Vℓ)�� ≤ "n ,1

1 + Vn .

Taking the limit V→∞ yields the claim. The vanishing property of �̂ is proved similarly. �

Remark 6.3.4. If (�, �, �) are continuous functions on R3
+, then (dV∗�, dV∗�, dV∗�)V≥1 forms

an equicontinuous family. By Arzelà–Ascoli theorem, for any fixed compact, it must admit
uniformly converging subsequences, and the vanishing properties in Lemma 6.3.3 must hold
for any limit point. Therefore, the assumption that dV∗(�, �, �) converges is rather weak.

6.3.2 — Rescaling geometric recursion amplitudes

Theorem 6.3.5. Let (�V , �V , �V)V≥1 be initial data such that dV∗(�V , �V , �V) is uniformly
admissible and converges uniformly on any compact to a limit ( �̂, �̂, �̂). Let us denote by ΩΣ;V

the result of the Mes(TΣ)-valued GR with initial data (�V , �V , �V), and by Ξ̂Σ the result of the
Mes(T comb

Σ
)-valued GR with initial data ( �̂, �̂, �̂). We have for any bordered surface Σ and

f ∈ TΣ
lim
V→∞

ΩΣ;V (fV) = Ξ̂Σ

(
sp(f)

)
, (6.3.3)

and the convergence is uniform for f in any compact of TΣ. Besides, there exists C ≥ 0 depending
only on the topology of Σ, such that, for any n > 0 there exists "n > 0 for which we have, for
any V ≥ 1, any f ∈ TΣ such that syssp(f) ≥ n ,��ΩΣ;V (fV)

�� ≤ "n

∏
1∈c0 (mΣ)

(
1 + ℓsp(f) (1)

) C (6.3.4)

and the same inequality holds for the limit Ξ̂Σ(sp(f)).

Before proving the theorem, let us specialise (�V , �V , �V) toMirzakhani’s initial data (�M, �M, �M)
of Theorem 2.4.25 , which can be conveniently rewritten as

�M(!1, !2, !3) = 1,

�M(!1, !2, ℓ) =
1

2!1

(
� (!1 + !2 − ℓ) + � (!1 − !2 − ℓ)

− � (−!1 + !2 − ℓ) − � (−!1 − !2 − ℓ)
)
,

�M(!1, ℓ, ℓ′) =
1

!1

(
� (!1 − ℓ − ℓ′) − � (−!1 − ℓ − ℓ′)

)
,

(6.3.5)

for � (G) = 2 log(1 + 4G/2). Then Theorem 6.3.5 gives another proof of the combinatorial
Mirzakhani–McShane. Indeed, the hyperbolic Mirzakhani–McShane identities immediately
show that ΩM

Σ
(fV) = 1 for any f ∈ TΣ and V ≥ 1, and the convergence

lim
V→∞

� (VG)
V

= lim
V→∞

2 log(1 + 4VG/2)
V

= [G]+, (6.3.6)
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6. Rescaling flow: from hyperbolic to combinatorial geometry

which is uniform on any compact of {−∞} ∪R, implies that

lim
V→∞

dV∗(�M, �M, �M) = (�K, �K, �K) (6.3.7)

uniformly on any compact of R3
+. Thus, the V → ∞ limit of ΩM

Σ
(fV) – which must be the

constant function 1 – converges to the function ΞK
Σ
(sp(f)) satisfying the geometric recursion

for the initial data (�K, �K, �K).

Proof of Theorem 6.3.5 . It is enough to prove the result for connected surfaces, and we proceed
by induction on the Euler characteristic. Throughout the proof, we denote by G = sp(f).
Recall that for any boundary component 1, we have ℓfV (1) = Vℓf (1) = VℓG (1). For a pair of
pants %, we have

Ω%;V (fV) = �V ( ®ℓfV (m%)) = �V (V ®ℓf (m%)) = �V (V ®ℓG (m%)),

which by assumption converges uniformly on any compact to �̂( ®ℓG (m%)) = Ξ̂% (G), and is
bounded by a constant independent of V on any n-thick part of T comb

%
.

For a torus with one boundary component ) , we have by the convention

Ω) ;V (fV) =
∑
W∈S)

�V
(
VℓG (m)), ℓfV (W), ℓfV (W)

)
. (6.3.8)

Let  be a compact subset of T comb
Σ

and n a lower bound of the systole on  . Let W ∈ S) and
G ∈  . Since the function ℓG (W) is bounded from below and from above on  , Corollary 6.1.2 

implies that V−1ℓfV (W) converges to ℓG (W) uniformly for f ∈ sp−1( ). By uniform convergence
of dV∗�V on that compact, we deduce that

lim
V→∞

�V
(
VℓG (m)), ℓfV (W), ℓfV (W)

)
= �̂

(
ℓG ()), ℓG (W), ℓG (W)

)
uniformly for f ∈  . Next, we would like to bound each term in (6.3.8 ) by a summable
(over W) quantity depending only on  and not on V. If this holds, we can conclude by the
(Banach-valued) dominated convergence theorem that Ω) ;V (fV) converges to Ξ̂) (G) when
V→∞, uniformly for f ∈  .
To prove the bound, we notice that by uniform admissibility we have for any B > 0���V (VℓG (m)), ℓfV (W), ℓfV (W)) �� ≤ "n ,B(

1 + [2V−1ℓfV (W) − V−1ℓfV (m))]+
) B ≤ "n ,B(

1 + [2ℓG (W) − ℓG (m))]+
) B ,

where the second inequality used the lower bound VℓG (W) ≤ ℓfV (W) of Proposition 6.1.1 . Since
the number of small pairs of pants is bounded by the number of oriented edges, there are at
most 6 curves W ∈ S) for which the denominator is equal to 1. Hence∑

W∈S)

1(
1 + [2ℓG (W) − ℓG (m))]+

) B ≤ 6 +
∑

!>ℓG (m) )/2

| { W ∈ S) | ℓG (W) ≤ ! + 1 } |(
1 + 2! − ℓG (m))

) B .

Thanks to Proposition 8.1.7 , the numerator is bounded by < n (! + 1)2 for some constant < n
depending on n only. Therefore��Ω) ;V (fV)

�� ≤ "n ,B

(
6 + < n

∑
!≥0

(1 + ℓG (m))/2 + !)2(
1 + 2!

) B )
.
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II. The combinatorial model of the moduli space of curves

By choosing B = 4 we find that |Ω) ;V (fV) | is bounded by a polynomial of degree 2 in ℓG (m)),
whose coefficients are independent of V but may depend on n . This proves the theorem for
Σ = ) .

Now let Σ be a bordered surface with jΣ < −1, and assume the thesis for all Σ′ such that
jΣ′ > jΣ. Let  be a compact subset of T comb

Σ
and n a lower bound on the systole on  . The

geometric recursion gives

ΩΣ;V (fV) =
∑
%∈PΣ

-%;V ( ®ℓfV (m%))ΩΣ−%;V (fV |Σ−%).

For each % ∈ PΣ, we can repeat the previous arguments to show that -% ( ®ℓfV (m%)) is converging
to -̂%;V ( ®ℓG (m%)) uniformly for G ∈  . If the initial data were the one of Mirzakhani (2.4.20 ),
the factor ΩΣ−%;V would be the constant function 1. Then, we could finish the proof very
similarly to the case of Σ = ) . However, in the general case, we only know by induction
hypothesis that ΩΣ−%;V (f̃V) converges to Ξ̂Σ−% (G̃) uniformly for G̃ = sp(f̃) in any compact of
T comb
Σ−% . To employ this information, we shall compare the two hyperbolic structures fV |Σ−%
and f̃V B sp−1(VG|Σ−%), by means of their length functions. Since the combinatorial cutting
does not decrease the systole, Proposition 6.1.1 on Σ and Σ − % respectively imply for V ≥ Vn
and W ∈ SΣ−%

ℓG (W) ≤
ℓfV (W)
V

≤ ℓG (W)
(
1 + ^n

V

)
,

ℓG |Σ−% (W) ≤
ℓf̃V (W)
V

≤ ℓG |Σ−% (W)
(
1 + ^n

V

)
,

wherewe can use for ^n , Vn the constants provided by Proposition 6.1.1 forΣ. The combinatorial
and hyperbolic cutting procedures are such that

∀W ∈ SΣ−% ℓG |Σ−% (W) = ℓG (W) and ℓfV |Σ−% (W) = ℓfV (W).

Therefore

∀W ∈ SΣ−%

(
1 + ^n

V

) −1
ℓf̃V (W) ≤ ℓfV |Σ−% (W) ≤ ℓf̃V (W)

(
1 + ^n

V

)
.

Further, for any component of m%∩Σ◦ and mΣ∩ m (Σ−%), we have exactly ℓfV |Σ−% (W) = ℓf̃V (W),
so that the above bounds extend to all simple closed curves W of Σ − %. From the description of
the combinatorial Teichmüller spaces’ topology (Theorem 3.2.3 ), we deduce that V−1sp(fV |Σ−%)
remains in a compact of T comb

Σ−% independent of V when G ∈  , and that it converges to G|Σ−%
uniformly for G ∈  . By the induction hypothesis, we have

lim
V→∞

ΩΣ−%;V (fV |Σ−%) = Ξ̂Σ−% (G|Σ−%)

and the convergence is uniform for G ∈  . Supplemented with a summable (over % ∈ PΣ)
bound whose derivation is similar to the case Σ = ) and therefore omitted, this proves the
theorem for Σ, and thus in full generality by induction. �
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6.4 — Topological recursion in the flow

Thanks to the result of the previous section, we can prove an analogue of Theorem 6.3.5 after
integration over the moduli spaces. This result generalises Mirzakhani’s argument in the proof
of Witten’s conjecture [Mir07b ] to a large class of initial data.

Theorem 6.4.1. Let (�V , �V , �V)V≥1 be initial data such that dV∗(�V , �V , �V) is uniformly
strongly admissible and converges uniformly on any subset of the form (0, "]3 ⊂ R3

+ to a limit
( �̂, �̂, �̂). Then, ( �̂, �̂, �̂) is strongly admissible and

lim
V→∞

〈Ω�,=;V〉(V!)
V6�−6+2=

= 〈Ξ̂�,=〉(!), (6.4.1)

with uniform convergence for ! in any subset of the form (0, "]= ⊂ R=
+ .

Proof. We prove the result by induction on 2� − 2 + = > 0. For (�, =) = (0, 3), we have
〈Ω0,3;V〉(V!) = �V (V!), which converges uniformly on any compact of R3 intersected with R3

+
to �̂(!) = 〈Ξ̂0,3〉(!). For (�, =) = (1, 1) we have

〈Ω1,1;V〉(V!1)
V2

=

∫
R+

�V (V!1, ℓ, ℓ)
ℓ

V

3ℓ

V
=

∫
R+

�V (V!1, Vℓ, Vℓ)ℓ3ℓ.

Note �V (V!1, Vℓ, Vℓ) converges uniformly on any (0, "]2 to �̂ (!1, ℓ, ℓ). Strong uniform ad-
missibility means we can bound the integrand by an integrable function independent of V.
Moreover, the uniformity of the convergence around zero implies that we can exchange the
integral and the limit, so that

lim
V→∞

〈Ω1,1;V〉(V!1)
V2

= lim
V→∞

∫
R+

�V (V!1, Vℓ, Vℓ)ℓ3ℓ =
∫
R+

�̂ (!1, ℓ, ℓ)ℓ3ℓ = 〈Ξ̂1,1〉(!1),

and the convergence is uniform on any (0, "]. This proves the two base cases.

The general argument follows along the same lines as the (�, =) = (1, 1) case. Assume the result
for (�′, =′) such that 2�′ − 2 + =′ < 2� − 2 + =. The topological recursion for 〈Ω�,=;V〉(V!) yields

〈Ω�,=;V〉(V!1, . . . , V!=)
V6�−6+2=

=

=

=∑
<=2

∫
R+

�V (V!1, V!<, ℓ)
〈Ω�,=−1;V〉(ℓ, V!2, . . . , V̂!<, . . . , V!=)

V6�−6+2(=−1)
ℓ

V

3ℓ

V

+ 1

2

∫
R2
+

�V (V!1, ℓ, ℓ′)
( 〈Ω�−1,=+1;V〉(ℓ, ℓ′, V!2, . . . , V!=)

V6(�−1)−6+2(=+1)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈Ω�1,1+|�1 |;V〉(ℓ, V!�1)
V6�1−6+2(1+|�1 |)

〈Ω�2,1+|�2 |;V〉(ℓ′, V!�2)
V6�2−6+2(1+|�2 |)

)
ℓℓ′

V2
3ℓ 3ℓ′

V2
.
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II. The combinatorial model of the moduli space of curves

Now rescaling the integration variables, we get

〈Ω�,=;V〉(V!1, . . . , V!=)
V6�−6+2=

=

=

=∑
<=2

∫
R+

�V (V!1, V!<, Vℓ)
〈Ω�,=−1;V〉(Vℓ, V!2, . . . , V̂!<, . . . , V!=)

V6�−6+2(=−1)
ℓ3ℓ

+ 1

2

∫
R2
+

�V (V!1, Vℓ, Vℓ′)
( 〈Ω�−1,=+1;V〉(Vℓ, Vℓ′, V!2, . . . , V!=)

V6(�−1)−6+2(=+1)

+
∑

�1+�2=�
�1t�2={!2,...,!< }

〈Ω�1,1+|�1 |;V〉(Vℓ, V�1)
V6�1−6+2(1+|�1 |)

〈Ω�2,1+|�2 |;V〉(Vℓ′, V�2)
V6�2−6+2(1+|�2 |)

)
ℓℓ′3ℓ 3ℓ′.

By induction hypothesis, the topological recursion amplitudes V−(6�′−6+2=′) 〈Ω�′,=′;V〉 appearing
on the right-hand side of the equation converge uniformly on any (0, "]=. For -V ∈ { �V , �V },
we assumed that -V (V!) converges to -̂ (!) uniformly on any (0, "]3 and moreover that
-V (V!) is uniformly admissible. Therefore, using the strong uniform admissibility, we can
bound the integrals around infinity by integrable functions independently of V and that can be
uniformly chosen on compact sets of !. The uniformity in compacts around zero then implies
that we can interchange the integral and the limit, which again by our induction assumption
reproduces the topological recursion for 〈Ξ̂�,=〉(!) uniformly on any (0, "]=. �

Add more
examples?
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Part III

Enumeration of multicurves and
quadratic differentials





Chapter 7 — Counting multicurves and quadratic
differentials

Recall from Section 2.4.1 that we denoteMΣ the set of multicurves in Σ (empty curve included).
In [Mir08b ], Mirzakhani defines a function on the hyperbolic Teichmüller space that counts the
number of multicurves with hyperbolic length bounded by some parameter C ∈ R+:

NΣ : TΣ(!) ×R+ → Z+, NΣ(f; C) = |{ 2 ∈MΣ | ℓf (2) ≤ C }| . (7.0.1)

Moreover, she calculates the integral of this function over the moduli space as a sum over stable
graphs. In this chapter we show how this counting can be computed by geometric recursion,
and its integral by topological recursion, after a Laplace transform in the cutoff variable C.

Theorem 7.A (Hyperbolic multicurve count). Consider the Laplace transform of the hyperbolic
multicurve count, N̂Σ(f; B) = B

∫
R+
NΣ(f; C)4−BC3C.

• The function N̂Σ is computed by geometric recursion for (B-dependent) initial data (�, �, �, �)
given by Mirzakhani’s initial data twisted by the function 5 (ℓ; B) = 4−Bℓ

1−4−Bℓ .

• Its average 〈N̂�,=〉 (!; B) over the moduli spaceM�,= (!) is computed by topological recur-
sion and by a sum over stable graphs.

Driven by the parallelism between hyperbolic and combinatorial geometry developed in the
previous chapters, we prove the corresponding results in the combinatorial setting, i.e. for the
function

N comb
Σ : T comb

Σ (!) ×R+ → Z+, N comb
Σ (G; C) = |{ 2 ∈MΣ | ℓG (2) ≤ C }| . (7.0.2)

Theorem 7.B (Combinatorial multicurve count). Consider the Laplace transform of the combi-
natorial multicurve count, N̂ comb

Σ
(G; B) = B

∫
R+
N comb

Σ
(G; C)4−BC3C.

• The function N̂ comb
Σ

is computed by geometric recursion for (B-dependent) initial data
(�, �, �, �)comb given by Kontsevich’s initial data, twisted by the function 5 (ℓ; B) = 4−Bℓ

1−4−Bℓ .

• Its average 〈N̂ comb
�,= 〉 (!; B) over the combinatorial moduli spaceMcomb

�,= (!) is computed by
topological recursion and by a sum over stable graphs.

In particular, we can effectively compute the average number of multicurves with bounded
hyperbolic/combinatorial length by topological recursion (cf. Tables 7.1 and 7.2 ).Conclude

with QDs
7.0.1 — Relation with previous works and open questions

In [Mir08b ], Mirzakhani introduced the above count of multicurves in the hyperbolic setting,
and computed its average over the moduli space as a sum over stable graphs (in her language, as
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III. Enumeration of multicurves and quadratic differentials

a sum over mapping class group orbits of primitive multicurves). The novelty of our work is the
connection betweenMirzakhani’s counting and the length statistics of Andersen–Borot–Orantin
[ABO17 ], allowing us to deduce geometric and topological recursion results for the (Laplace
transform of such) counting and its average over the moduli space. Moreover, thanks to the
complete parallelism between hyperbolic and combinatorial geometry developed in the previous
chapters, we proved analogous results in the combinatorial setting.
One of the main properties of the multicurve counting is its connection with the Masur–Veech
volumes of the principal stratum of the moduli space of quadratic differentials, developed by
Mirzakhani in [Mir08a ] and discussed in the next chapter. In particular, building on the work
of Goujard [Gou15 ], the counting of cylinders that we introduce here is motivated a fortiori
by such connection with flat surfaces, and it will be employed in the next chapter to give an
interpretation of area Siegel–Veech constants in terms of cylinder counting on hyperbolic and
combinatorial Teichmüller spaces.

7.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 7.1 and (resp. Section 7.1 ) we prove that the count of multicurve with bounded
hyperbolic (resp. combinatorial) length is computed by geometric recursion, and its
average by topological recursion and by a sum over stable graphs.

• In Section 7.3 .

7.1 — Counting multicurves: the hyperbolic case

Definition 7.1.1. Let Σ be a bordered surface of type (�, =). Define the function counting
multicurves with bounded hyperbolic length, i.e. NΣ : TΣ(!) ×R+ → Z+ defined as

NΣ(f; C) = |{ 2 ∈MΣ | ℓf (2) ≤ C }| . (7.1.1)

The function is invariant under the action of the pure mapping class group, and we denote by
N�,= the induced function on the moduli space.

The counting function NΣ was studied by Mirzakhani in [Mir08b ], where she proves that N�,=
is integrable with respect to the Weil–Petersson measure `WP and (the Laplace transform of)
its integral over the moduli space can be expressed as a certain sum over stable graphs. The
following is a restatement of some of her results.

Theorem 7.1.2 ([Mir08b ] revisited). The multicurve counting function N�,= (-; C) is integrable
over (M�,= (!), `WP), and its average is a polynomial of degree 3� − 3 + = in !21, . . . , !

2
=, C

2,
symmetric in the length variables. Furthermore, its Laplace transform in the cutoff variable C is
given by the following sum over stable graphs∫

R+

(∫
M�,= (!)

N�,= (-; C) 3`WP(-)
)
4−BC3C =

=
1

B

∑
Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+WP
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ44
−Bℓ43ℓ4

1 − 4−Bℓ4
.

(7.1.2)
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Proof. We explain how to derive the above formula from Mirzakhani’s results. We remark that
she considered Teichmüller spaces and moduli spaces of punctured surfaces (i.e. (!1, . . . , !=) =
(0, . . . , 0)), but her results generalise straightforwardly to bordered surfaces.
The integrability result is given in [Mir08b , Proposition 3.6]. In her notation, NΣ(f, C) cor-
responds to 1- (!). For the integral of the counting function, she considers the class of a
multicurve on Σ under the action of the mapping class group, which is determined by the data
(Γ, 0) of a stable graph Γ ∈ G�,=, together with an integral tuple 0 ∈ Z�Γ

+ giving the multiplicity
of each component (G�,= corresponds to S�,= in Mirzakhani’s notation, and a multicurve 2 is
denoted by W =

∑:
8=1 08W8). She then considers the frequency of the multicurve in the mapping

class orbit (Γ, 0) with geodesic length bounded by C:

BΣ(f;Γ, 0, C) = |{ 2 ∈ (Γ, 0) | ℓf (2) ≤ C }| .

It is a non-negative mapping class group invariant function, which descend to a function B�,=
on the moduli space (B�,= (-;Γ, 0, C) corresponds to B- (!,a · [̃) in Mirzakhani’s notation of
Theorem 5.3). Moreover, it is related to the counting function as

N�,= (-; C) =
∑

Γ∈G�,=

∑
0∈Z�Γ+

|Aut(Γ, 0) |
|Aut(Γ) | B�,= (-;Γ, 0, C).

The integral of B�,= over the moduli space is given in [Mir08b , Proposition 5.1]1:∫
M�,= (!)

B�,= (-;Γ, 0, C) 3`WP(-) =

=
1

|Aut(Γ, 0) |

∫
〈0,;〉≤C

∏
{∈+Γ

+WP
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4,

where 〈0, ℓ〉 = ∑
4∈�Γ

04ℓ4. From this formula, one can easily obtain the polynomiality statement,
knowing that the Weil–Petersson volumes +WP

�,= (!) are polynomials in the squared length
variables !21, . . . , !

2
=. We now perform some new computations that lead to Equation (7.1.2 ).

Notice that for any polynomial ?(ℓ) in the variables (ℓ24 )4∈�Γ
, we can take the Laplace transform

of its integral over 〈0, ℓ〉 ≤ C and moreover∫
R+

(∫
〈0,ℓ 〉≤C

?(ℓ)
∏
4∈�Γ

ℓ4 3ℓ4

)
4−BC3C =

1

B

∫
R
�Γ
+

?(ℓ)
∏
4∈�Γ

4−B04ℓ4ℓ4 3ℓ4 .

From this, we find∫
R+

(∫
M�,= (!)

N�,= (-; C) 3`WP(-)
)
4−BC3C =

=
∑

Γ∈G�,=

1

|Aut(Γ) |
∑
0∈Z�Γ+

∫
R+

(∫
〈0,;〉≤C

∏
{∈+Γ

+WP
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

)
4−BC3C

=
1

B

∑
Γ∈G�,=

1

|Aut(Γ) |
∑
0∈Z�Γ+

∫
R
�Γ
+

∏
{∈+Γ

+WP
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

4−B04ℓ4ℓ4 3ℓ4

=
1

B

∑
Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+WP
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ44
−Bℓ43ℓ4

1 − 4−Bℓ4
.

�
1We remark again thatMirzakhani [Mir07a ; Mir08b ] considers a different orbifold structure onM1,1 (!), ignoring

the elliptic involution. Hence, our result differs from hers by a factors of 2.
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III. Enumeration of multicurves and quadratic differentials

Notice how the above result resembles Corollary 2.4.28 , computing the average over the
moduli space of length statistics of multicurves weighted by a general function. The main
difference is that, in that case, multicurves are weighed multiplicatively with respect to the
lengths of each component:

∏
W∈c0 (2) � (ℓf (W)). On the other hand, in the counting function we

rather consider multicurves weighted additively with respect to the lengths of each component:
ℓf (2) =

∑
W∈c0 (2) ℓf (W).

The above restatement ofMirzakhani’s result, together with this simple remark, were the starting
points that led us to a connection between the counting problem of Mirzakhani and the length
statistics of multicurves in the sense of Andersen–Borot–Orantin. Indeed, the counting function
NΣ can be rewritten as

NΣ(f; C) =
∑
2∈MΣ

�
(
C − ℓf (2)

)
, (7.1.3)

where � is the Heaviside function. Furthermore, the connection between multiplicative and
additive statistics is taken into account precisely by the Laplace transform and a specific choice
of �: ∫

R+

�

(
C −

∑
W∈c0 (2)

ℓf (W)
)
4−BC3C =

1

B

∏
W∈c0 (2)

4−Bℓf (W) , <(B) > 0. (7.1.4)

The main consequence of this observation is that we can compute the Laplace transform of the
counting function by means of geometric recursion (Theorem 2.4.26 ). Moreover, the average
number of multicurves is computed by topological recursion (Corollary 2.4.28 ).

Theorem 7.1.3. The Laplace transform of the counting function with respect to the cutoff
variable C, namely N̂Σ(f; B) = B

∫
R+
NΣ(f; C) 4−BC3C, is computed by geometric recursion:

N̂Σ(f; B) =
=∑
<=2

∑
%∈BΣ,<

�(ℓf (m%); B) N̂Σ−% (f |Σ−%; B) +
1

2

∑
%∈CΣ

� (ℓf (m%); B) N̂Σ−% (f |Σ−%; B),

(7.1.5)
where � and � are Mirzakhani’s kernels twisted by 5 (ℓ; B) = 4−Bℓ

1−4−Bℓ , i.e.

�(!, ! ′, ℓ; B) = 1 − 1

!
log

(
cosh( !′2 ) + cosh(

!+ℓ
2 )

cosh( !′2 ) + cosh(
!−ℓ
2 )

)
+ 4−Bℓ

1 − 4−Bℓ
,

� (!, ℓ, ℓ′; B) = 2

!
log

(
4
!
2 + 4 ℓ+ℓ

′
2

4−
!
2 + 4 ℓ+ℓ

′
2

)
+ 4−Bℓ4−Bℓ

′

(1 − 4−Bℓ) (1 − 4−Bℓ′)
+

+ 4−Bℓ

1 − 4−Bℓ

(
1 − 1

!
log

(
cosh( ℓ2 ) + cosh(

!+ℓ′
2 )

cosh( ℓ2 ) + cosh(
!−ℓ′
2 )

) )
+ 4−Bℓ

′

1 − 4−Bℓ′

(
1 − 1

!
log

(
cosh( ℓ′2 ) + cosh(

!+ℓ
2 )

cosh( ℓ′2 ) + cosh(
!−ℓ
2 )

) )
,

(7.1.6)

with initial conditions N̂% (f; B) = 1 for pairs of pants and N̂) (f; B) = 1 +∑
W∈S)

4−Bℓf (W)

1−4−Bℓf (W) for
one-holed tori.

Proof. Notice that, combining (7.1.3 ) and (7.1.4 ) and applying Fubini’s theorem (which require
<(B) > 0), we have

N̂Σ(f; B) =
∑
2∈MΣ

4−Bℓf (2) .
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7. Counting multicurves and quadratic differentials

On the other hand, we can apply Theorem 2.4.26 with 5 (ℓ; B) = 4−Bℓ

1−4−Bℓ to Mirzakhani’s initial
data (2.4.43 ) to obtain the following geometric recursion amplitudes

ΩΣ [ 5 ] =
∑
2∈M′

Σ

∏
W∈c0 (2)

4−Bℓf (W)

1 − 4−Bℓf (W)

We can rewrite the above expression as a sum over all multicurves (and not only primitive ones,
cf. Remark 2.4.27 ), noticing that

∑
:≥1 4

−B:ℓ = 4−Bℓ

1−4−Bℓ :

ΩΣ [ 5 ] =
∑
2∈MΣ

∏
W∈c0 (2)

4−Bℓf (W) .

Thus, N̂Σ coincides with the geometric recursion amplitudes ΩΣ [ 5 ] computed from the initial
data (7.1.6 ). We remark that the amplitudes associated to one-holed tori can be written as

N̂) (f; B) =
∑
2∈M′

)

∏
W∈c0 (2)

4−Bℓf (W)

1 − 4−Bℓf (W)
= 1 +

∑
W∈S)

4−Bℓf (W)

1 − 4−Bℓf (W)
,

since for one-holed tori we haveM′
)
= {∅} t S) . �

Corollary 7.1.4. The average over the moduli space of the Laplace transform of the multicurve
counting function with respect to the cutoff variable C is computed by topological recursion:

〈N̂�,=〉(!1, . . . , !=; B) =

=

=∑
<=2

∫
R+

�(!1, !<, ℓ; B) 〈N̂�,=−1〉(ℓ, !2, . . . , !̂<, . . . , !=; B) ℓ3ℓ

+ 1

2

∫
R2
+

� (!1, ℓ, ℓ′; B)
(
〈N̂�−1,=+1〉(ℓ, ℓ′, !2, . . . , !=; B)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈N̂�1,1+|�1 |〉(ℓ, !�1 ; B) 〈N̂�2,1+|�2 |〉(ℓ′, !�2 ; B)
)
ℓℓ′3ℓ3ℓ′

(7.1.7)

with initial data 〈N̂0,3〉(!; B) = 1 and 〈N̂1,1〉(!; B) = !2

48 +
c2

12 +
c2

12B2
. Moreover, 〈N̂�,=〉(!; B) is

given by the sum over stable graphs of Equation (7.1.2 ).

Remark 7.1.5. A consequence of the above corollary is an effective way to compute the average
number of multicurves overM�,= (!) with length bounded by C, i.e. 〈N�,=〉(!; C). Indeed, one
can use topological recursion to compute 〈N̂�,=〉(!; B), then inverse Laplace to obtain the actual
count. We remark that, in this specific case, the inverse Laplace is computationally easy, as
〈N̂�,=〉(!; B) is a polynomial in B−1. See Table 7.1 for some multicurve polynomials computed
in this way.
The above topological recursion can be translated into the Eynard–Orantin residue form.

Proposition 7.1.6. Consider the 1-parameter family of spectral curves on P1 given by

G(I) = I2

2
, ~(I) = − 1

2c
sin(2cI), �(I1, I2) =

(
1

(I1 − I2)2
+ c

2

B2
1

sin2(c I1−I2
B
)

)
3I13I2

2
.

(7.1.8)
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III. Enumeration of multicurves and quadratic differentials

(�, =) 〈N�,=〉(!; C)

(0, 3) 1

(0, 4) 1
2< (1) +

(
2 + C24

)
c2

(0, 5) 1
8< (2) +

1
2< (12) +

(
3 + C24

)
c2< (1) +

(
10 + 5C2

3 +
C4

32

)
c4

(1, 1) 1
48< (1) +

( 1
12 +

C2

24

)
c2

(1, 2) 1
192< (2) +

1
96< (12) +

( 1
12 +

C2

48

)
c2< (1) +

( 1
4 +

13C2

144 +
C4

384

)
c4

(1, 3) 1
1152< (3) +

1
192< (2,1) +

1
96< (13) +

( 1
24 +

13C2

2304

)
c2< (2) +

( 1
8 +

C2

48

)
c2< (12)

+
( 13
24 +

13C2

96 +
C4

384

)
c4< (1) +

( 14
9 +

71C2

144 +
61C4

3456 +
11C6

69120

)
c6

(2, 1) 1
442368< (4) +

( 29
138240 +

C2

27648

)
c2< (3) +

( 139
23040 +

49C2

27648 +
119C4

3317760

)
c4< (2)

+
( 169
2880 +

5C2

216 +
119C4

138240 +
C6

138240

)
c6< (1) +

( 29
192 +

115C2

1728 +
4199C4

1244160 +
C6

18432 +
29C8

103219200

)
c8

Table 7.1: The average number of multicurves with geodesic length bounded by C on an hyper-
bolic bordered surface of perimeter (!1, . . . , !=) for low values of 2� − 2 + =. Here <_ is the
monomial symmetric polynomial associated to the partition _, evaluated at !21, . . . , !

2
=.

Consider the projection operator (from meromorphic one-forms to meromorphic functions) and
Laplace transform operator

P[l] (I0) = Res
I=0

l(I)
I0 − I

, L[ 5 ] (I) =
∫
R+

5 (!)4−I!!3!. (7.1.9)

The Laplace transform with respect to the cutoff variable and boundary lengths and of the
average number of multicurves, is computed by topological recursion à la Eynard–Orantin on
the above spectral curve:

P= [l�,=] (I1, . . . , I=; B) = L[〈N̂�,=〉] (I1, . . . , I=; B). (7.1.10)

Proof. The twisting of geometric recursion amplitudes, described by Theorem 2.4.26 and Corol-
lary 2.4.28 , corresponds to a shift in the bidifferential in the spectral curve description, as
described in Theorem 2.3.11 . The precise relation is given in [ABO17 , Section 10.3]. In this
specific case, twisting Mirzakhani’s initial data by a certain function 5 corresponds to shifting
the standard bidifferential of Mirzakhani’s curve (given in Proposition 2.4.17 ) by

3I13I2

(I1 − I2)2
↦−→

(
1

(I1 − I2)2
+

∫
R+

5 (ℓ) 4
−(I1−I2)ℓ + 4−(I2−I1)ℓ

2
ℓ3ℓ

)
3I13I2.

With the particular choice 5 (ℓ) = 4−Bℓ

1−4−Bℓ , we have∫
R+

4−(I+B)ℓ

1 − 4−Bℓ
ℓ3ℓ =

1

B2

∫
R+

4−
I+B
B
ℓ

1 − 4−ℓ
ℓ3ℓ =

1

B2
k1

( I + B
B

)
,

where k1(D) = 32

3D2
log Γ(D) is the trigamma function. Using the recurrence relation and the

reflection formula, given by

k1(D + 1) = k1(D) −
1

D2
, k1(1 − D) + k1(D) =

c2

sin2(cD)
,

we obtain the thesis. �
Should I in-
sert the QAS
description?170



7. Counting multicurves and quadratic differentials

7.2 — Counting multicurves: the combinatorial case

As in the spirit of the previous chapters, we develop similar results in the combinatorial setting
by replacing hyperbolic length of multicurves by the combinatorial analogue, and the Weil–
Petersson measure by the Kontsevich measure.

Definition 7.2.1. Let Σ be a bordered surface of type (�, =). Define the function counting
multicurves with bounded combinatorial length, i.e. N comb

Σ
: T comb

Σ
(!) ×R+ → Z+ defined as

N comb
Σ (G; C) = |{ 2 ∈MΣ | ℓG (2) ≤ C }| . (7.2.1)

The function is invariant under the action of the pure mapping class group, and we denote by
N comb
�,= the induced function on the combinatorial moduli space.

Theorem 7.2.2. The Laplace transform of the combinatorial counting function with respect to
the cutoff variable C, namely N̂ comb

Σ
(G; B) = B

∫
R+
N comb

Σ
(G; C) 4−BC3C, is computed by geometric

recursion:

N̂ comb
Σ (G; B) =

=∑
<=2

∑
%∈BΣ,<

�comb(ℓG (m%); B) N̂ comb
Σ−% (G|Σ−%; B) +

+ 1

2

∑
%∈CΣ

�comb(ℓG (m%); B) N̂ comb
Σ−% (G|Σ−%; B),

(7.2.2)

where �comb and �comb are Kontsevich’s kernels twisted by 5 (ℓ; B) = 4−Bℓ

1−4−Bℓ , i.e.

�comb(!, ! ′, ℓ; B) = 1

2!

(
[! − ! ′ − ℓ]+ − [−! + ! ′ − ℓ]+ + [! + ! ′ − ℓ]+

)
+ 4−Bℓ

1 − 4−Bℓ
,

�comb(!, ℓ, ℓ′; B) = 1

!
[! − ℓ − ℓ′]+ +

4−Bℓ4−Bℓ
′

(1 − 4−Bℓ) (1 − 4−Bℓ′)
+

+ 4−Bℓ

1 − 4−Bℓ
1

2!

(
[! − ℓ − ℓ′]+ − [−! + ℓ − ℓ′]+ + [! + ℓ − ℓ′]+

)
+ 4−Bℓ

′

1 − 4−Bℓ′
1

2!

(
[! − ℓ′ − ℓ]+ − [−! + ℓ′ − ℓ]+ + [! + ℓ′ − ℓ]+

)
,

(7.2.3)

with initial conditions N̂ comb
%
(G; B) = 1 for pairs of pants and N̂ comb

)
(G; B) = 1 +∑

W∈S)
4−BℓG (W)

1−4−BℓG (W)
for one-holed tori.

Proof. A straightforward adaptation of the proof of Theorem 7.1.3 : it is a combination of the
combinatorial length statistics (Theorem 5.4.1 ) with the choice 5 (ℓ) = 4−Bℓ

1−4−Bℓ and the Kontsevich
initial data Equation (5.3.1 ) generating the constant function 1 on the combinatorial Teichmüller
space. �

Corollary 7.2.3. The combinatorial multicurve counting function N comb
�,= (-; C) is integrable

over (Mcomb
�,= (!), `K), and its average is a homogeneous polynomial of degree 3� − 3 + = in

!21, . . . , !
2
=, C

2, symmetric in the length variables. Furthermore, its Laplace transform in the
cutoff variable C, namely

〈N̂ comb
�,= 〉(!; B) = B

∫
R+

(∫
Mcomb
�,= (!)

N comb
�,= (G; C) 3`K(G)

)
4−BC3C, <(B) > 0, (7.2.4)
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III. Enumeration of multicurves and quadratic differentials

(�, =) 〈Ncomb
�,= 〉(!; C)

(0, 3) 1

(0, 4) 1
2< (1) +

C2 c2

4

(0, 5) 1
8< (2) +

1
2< (12) +

C2 c2

4 < (1) + C
4 c4

32

(0, 6) 1
48< (3) +

3
16< (2,1) +

3
4< (13) +

5C2 c2

48 < (2) + 3C2 c2

8 < (12) + 3C4 c4

64 < (1) + C
6 c6

384

(1, 1) 1
48< (1) +

C2 c2

24

(1, 2) 1
192< (2) +

1
96< (12) +

C2 c2

48 < (1) + C
4 c4

384

(1, 3) 1
1152< (3) +

1
192< (2,1) +

1
96< (13) +

13C2 c2

2304 < (2) + C
2 c2

48 < (12) + C
4 c4

384 < (1) +
11C6 c6

69120

(1, 4) 1
9216< (4) +

1
768< (3,1) +

1
384< (22) +

1
128< (2,12) +

1
64< (14) +

5C2 c2

4608 < (3)

+ 13C2 c2

1536 < (2,1) + C
2 c2

32 < (13) + 61C4 c4

55296 < (2) +
C4 c4

256 < (12) +
11C6 c6

46080 < (1) +
C8 c8

122880

(2, 1) 1
442368< (4) +

C2 c2

27648< (3) +
119C4 c4

3317760< (2) +
C6 c6

138240< (1) +
29C8 c8

103219200

(2, 2) 1
4423680< (5) +

1
294912< (4,1) +

29
2211840< (3,2) +

C2 c2

221184< (4) +
C2 c2

18432< (3,1) +
49C2 c2

442368< (22)

+ 17C4 c4

2211840< (3) +
119C4 c4

2211840< (2,1) +
C6 c6

294912< (2) +
C6 c6

92160< (12) +
29C8 c8

68812800< (1) +
337C10 c10

33443020800

(3, 1) 1
53508833280< (7) +

C2 c2

1274019840< (6) +
227C4 c4

76441190400< (5) +
8203C6 c6

2407897497600< (4) +
8107C8 c8

5350883328000< (3)

+ 1157C10 c10

4586471424000< (2) +
23C12 c12

1648072065024< (1) +
4111C14 c14

23138931792936960

Table 7.2: The average number of multicurves with combinatorial length bounded by C on an
embedded metric ribbon graph of perimeter (!1, . . . , !=) for low values of 2� − 2 + =. Here <_
is the monomial symmetric polynomial associated to the partition _, evaluated at !21, . . . , !

2
=.

is computed by topological recursion:

〈N̂ comb
�,= 〉(!1, . . . , !=; B) =

=

=∑
<=2

∫
R+

�comb(!1, !<, ℓ; B) 〈N̂ comb
�,=−1〉(ℓ, !2, . . . , !̂<, . . . , !=; B) ℓ3ℓ

+ 1

2

∫
R2
+

�comb(!1, ℓ, ℓ′; B)
(
〈N̂ comb

�−1,=+1〉(ℓ, ℓ′, !2, . . . , !=; B)

+
∑

�1+�2=�
�1t�2={2,...,=}

〈N̂ comb
�1,1+|�1 |〉(ℓ, !�1 ; B) 〈N̂

comb
�2,1+|�2 |〉(ℓ

′, !�2 ; B)
)
ℓℓ′3ℓ3ℓ′

(7.2.5)

with initial data 〈N̂ comb
0,3 〉(!; B) = 1 and 〈N̂ comb

1,1 〉(!; B) =
!2

48 +
c2

12B2
. Moreover, 〈N̂ comb

�,= 〉(!; B) is
given by the following sum over stable graphs:∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ44
−Bℓ43ℓ4

1 − 4−Bℓ4
. (7.2.6)

Again, we can consider the topological recursion à la Eynard–Orantin for the combinatorial
counting function.
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7. Counting multicurves and quadratic differentials

Proposition 7.2.4. Consider the 1-parameter family of spectral curves on P1 given by

G(I) = I2

2
, ~(I) = −I, �(I1, I2) =

(
1

(I1 − I2)2
+ c

2

B2
1

sin2(c I1−I2
B
)

)
3I13I2

2
. (7.2.7)

Consider the projection operator and Laplace transform operator

P[l] (I0) = Res
I=0

l(I)
I0 − I

, L[ 5 ] (I) =
∫
R+

5 (ℓ)4−Iℓℓ3ℓ. (7.2.8)

The Laplace transform with respect to the cutoff variable and boundary lengths and of the
average number of multicurves, is computed by topological recursion à la Eynard–Orantin on
the above spectral curve:

P= [l�,=] (I1, . . . , I=; B) = L[〈N̂ comb
�,= 〉] (I1, . . . , I=; B). (7.2.9)

7.3 — Counting quadratic differentials with double poles

The count of multicurves in the combinatorial Teichmuller space can be imagined as follows: for
any combinatorial structure G and multicurve 2 on Σ, conisder edgepath representative of the
primitive components W8 of 2 along G. If W8 has multiplicity <8 , we can imagine to cut G along
W8 and glue a cylinder of height <8. The resulting structure is not a combinatorial structure
anymore (ribbon graphs do not have cylinders). However, we can realise such structure as a
quadratic differential with double poles.
Following this intuition, in this section, we introduce quadratic differentials with double poles
and their counting. We refer to [Str67 ; Zvo02 ] for further readings.

Definition 7.3.1. Let �, = ≥ 0 such that 2� − 2 + = > 0, and fix a tuple ! = (!1, . . . , !=) ∈ R=
+ .

We consider the moduli space QD�,= (!) parametrising quadratic differential with double poles,
i.e. the moduli space of tuples (�, G1, . . . , G=, i) where

• � is a compact Riemann surface of genus � with = labeled marked points G1, …, G=,

• i is a meromorphic quadratic differential on �, holomorphic on � \ {G1, . . . , G=} and with
double poles at G8 of residue2

Res
G8
i = −

(
!8

2c

) 2
. (7.3.1)

If i is a quadratic differential as above, and G is a point on � that is neither a zero nor a double
pole, then i has a square root in the neighborhood of G. That is, there exists a holomorphic
differential, unique up to a sign, such that l2 = i. Then the integral

∫ I
G
l is a biholomorphic

mapping from a neighborhood of G in � to a neighborhood of 0 in C, and the preimages of the
horizontal (vertical) lines in C under this mapping are called horizontal (vertical) trajectories of

2If G8 is a double pole for i, then in the neighborhood of G8 the quadratic differential i has an expansion

i = 08
3I2

(I − G8)2
+ · · · .

The complex number 08 , which does not depend on the choice of the local coordinate, is called the residue of i at G8 .
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III. Enumeration of multicurves and quadratic differentials

the quadratic differential i. On the other hand, it is easy to see that if G0 is a zero of i of order
<, then there are < + 2 horizontal trajectories issuing from G0. Moreover, if G8 is a is a double
pole, then G8 is surrounded by closed horizontal trajectories forming a semi-infinite cylinder.
A better description of the geometry induced on � comes from the fact that i induces a flat
metric on � \ {G1, . . . , G=} with conical singularities at the zeros of i. The geometry of the
flat metric in a neighbourhood of a double pole G8 of residue −( !82c )

2 is that of a semi-infinite
cylinder as described above, and the circumference (or width) of such semi-infinite cylinder
is precisely !8. The point G8 itself is at infinite distance from the rest of the surface. For each
double pole, there is a maximal such semi-infinite cylinder that avoids the zeros of i. We
call the convex-core of (�, G1, . . . , G=, i) the surface obtained by removing the union of the
maximal open semi-infinite cylinders around each pole (the surface might be degenerate, i.e. a
union of straight line segments; see Figures 7.1a and 7.1b ). The convex-core with the metric
induced from i is still a flat metric and has = horizontal boundaries of lengths !1, …, != which
is the union of saddle connections (i.e. straight line segments joining zeros of i) bounding the
maximal half-infinite cylinder around G1, …, G= respectively. The core area of (�, G1, . . . , G=, i)
denoted CoreArea(�, G1, . . . , G=, i) is the area of the convex core of (�, G1, . . . , G=, i). It is a
finite non-negative real number (contrarily to the area of � \ {G1, . . . , G=}).
The space QD�,= (!) admits a stratification with respect to the degree of the zeros. More
precisely, fix a partition (`, a) where ` = (2<0)A0=1 are the even part and a = (2=1 − 1)B1=1 are the
odd parts, with <0 ≥ 0 and =1 > 0. Define the stratum QD`,a

�,= (!) as parametrising quadratic
differential whose associated divisor is of the form

(i) =
A∑
0=1

2<0I0 +
B∑
1=1

(2=1 − 1)I1 −
=∑
8=1

2G8 . (7.3.2)

Notice that deg(i) = 4� − 4, and in particular B is even.
For each point (�, G1, . . . , G=, i) ∈ QD`,a

�,= (!), consider the canonical double cover c : �̂ → �

such that c∗i = l is a one-form, whose genus is given by �̂ = 2� − 1 + B/2. It has a canonical
involution g : �̂ → �̂ interchanging the sheets. The even zeros and double poles of i have two
preimages under c, and we denote them by / and % the associated divisors on �̂. In particular,
the g-anti-invariant homology�−1 (�̂−%, / ;Z) providesQD

`,a
�,= (!)with a convenient coordinate

system given by period coordinates that we now describe.
Fix a point (�0, G, i0) ∈ QD`,a

�,= (!) with a neighbourhood * and a basis {W0,8}2�−2+=+A+B8=1 of
�−1 (�̂0 − %0, /0;Z), providing a homeomorphism

�−1 (�̂0 − %0, /0;Z) � Z2�−2+=+A+B . (7.3.3)

For (�, G, i) ∈ *, there exists c : �̂ → � and g with the corresponding properties, since the
canonical double cover can be constructed in families. In particular, we can parallel transport
the basis {W0,8}8 from �−1 (�̂0 − %0, /0;Z) to a basis {W8}8 of �−1 (�̂ − %, / ;Z). Integration of l
along this basis provides a map from

* −→ C2�−2+=+A+B, (�, G, @) ↦−→
(∮
W8

l

) 2�−2+=+A+B
8=1

, (7.3.4)

and this is the desired coordinate system.

Proposition 7.3.2. Themoduli spaceQD`,a
�,= (!) is a complex orbifold of dimension 2�−2+=+A+B.

Its the principal stratum, parametrising quadratic differential with simple zeros (i.e. ` = ∅ and
a = 14�−4+=), has dimension 6� − 6 + 2=.
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•
•
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Figure 7.1: Three examples of quadratic differentials with one double pole on a torus.

When all the !8 are integral and all periods are in Z ⊕ iZ, we say that the surface is square-tiled.
Such a surface can be obtained by gluing side by side as many squares as the core area (which
is integral) and leaving open some of the horizontal sides forming = circles of lengths !1, …,
!=. In particular, we can define the generating function of square-tiled surfaces with boundary
lengths ! ∈ Z=+ as follows:Define auto-

morphism?

#��,= (!1, . . . , !=; @) =
∑
(

1

|Aut(() | @
CoreArea(() , (7.3.5)

where the sum is taken over square-tiled surfaces ( in QD�,= (!1, . . . , !=).

Example 7.3.3. The moduli space QD1,1(!) is composed by three cells, depicted in Figure 7.1 .
The quadratic differential (�, G, i) of Figures 7.1a and 7.1b is uniquely determined by the saddle
connections, forming a metric ribbon graph of type (1, 1) with two vertices of valency three
and one vertex of valency four respectively (corresponding to two simple zeros and one double
zero respectively). In particular, both examples have zero core area. The quadratic differential
(�, G, i) of Figure 7.1c , instead, has saddle connections forming a ribbon graph of type (0, 3),
separated by a flat cylinder of area 0 · ℎ, which corresponds to the core area of (�, G, i). For a
fixed base length 0 and height ℎ, the only free parameter determining the cylinder is the “twist”
g ∈ Z ∩ [0, 0), i.e. the distance between the vertical leaves of the cylinder emanating from the
two vertices. If we restrict ourselves to square-tiled surface, are denote by #�,= (!1, . . . , !=) the
number of integral metric ribbon graphs of type (�, =) with fixed boundary lengths, we easily
find

#�1,1(!; @) = #1,1(!) +
1

2

∑
0≥1

#0,3(!, 0, 0)
∑
ℎ≥1

∑
0≤g<0

@0ℎ

= #1,1(!) +
1

2

∑
0≥1

#0,3(!, 0, 0)
0@0

1 − @0 .
(7.3.6)

Here the 1
2 takes into account the automorphism of the quadratic differential in Figure 7.1c .

We can generalise the above argument to obtain the counting of square-tiled surfaces as a sum
over stable graphs, with vertex weights given by the integral metric ribbon graphs counting
#�,= (!1, . . . , !=) and edge weight given by the function ℓ@ℓ

1−@ℓ .

Proposition 7.3.4. Let �, = be non-negative integers such that 2�−2+= > 0 and let (!1, . . . , !=) ∈
Z=+. We have

#��,= (!; @) =
∑

Γ∈G�,=

1

|Aut(Γ) |
∑

ℓ:�Γ→Z+

∏
{∈+Γ

#�({) ,=({)
(
(ℓ4)4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

ℓ4@
ℓ4

1 − @ℓ4
,

(7.3.7)
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III. Enumeration of multicurves and quadratic differentials

where #�,= (ℓ1, . . . , ℓ=) are the number of lattice points in the combinatorial moduli space, com-
puted by Norbury’s recursion (cf. Corollary 5.3.4 ).

Remark 7.3.5. Surfaces with vanishing core area are exactly the Jenkins–Strebel differentials
[Jen57 ; Str67 ], i.e. differentials all of whose relative periods are purely real. Hence, one can
already identify the constant coefficient of #��,= (!; @) (seen as a @-series) as the number of lattice
points in the combinatorial moduli space:

#��,= (!; @) = #�,= (!) +$ (@). (7.3.8)

This constant coefficient is also equal to the term associated to the stable graph with a single
vertex of genus � and no edge in Equation (7.3.7 ).

Proof. Each square-tiled surface admits a decomposition into horizontal cylinders and saddle
connections between the zeros of the differential @. The union of all saddle connections forms
a union of ribbon graphs that we call the singular layer of the square-tiled surface. To such
decomposition, we associate a stable graph Γ by the following rule.

• A vertex in Γ corresponds to a connected component of the singular layer, where the
genus and number of half-edges are respectively the genus and the number of faces of the
associated ribbon graph.

• An edge of Γ between two vertices correspond to a cylinder, whose extremities belong to
the components of the singular layer corresponding to the two vertices. Note that each
of these extremities is a face of the corresponding ribbon graph.

Let us now fix a stable graph Γ in G�,=. We claim that the term

1

|Aut(Γ) |
∑

ℓ:�Γ→Z+

∏
{∈+Γ

#�({) ,=({)
(
(ℓ4)4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

ℓ4@
ℓ4

1 − @ℓ4
.

appearing in the right-hand side of Equation (7.3.7 ) is the generating series of square-tiled
surfaces, whose associated stable graph is Γ. Indeed, to reconstruct the singular layer one needs
to choose a ribbon graph for each vertex { of +Γ and fix the lengths of each edge. This count
corresponds to the term #�({) ,=({)

(
(ℓ4)4∈� ({) , (!_)_∈Λ({)

)
. Next, one needs to reconstruct the

cylinders. The cylinders are glued on faces of ribbon graphs and have a height parameter ℎ
(which is a positive integer) and a twist parameter g (a non-negative integer strictly smaller than
ℓ8). The generating series for this cylinder is just∑

ℎ≥1

∑
0≤g<ℓ4

@ℓ4ℎ =
ℓ4@

ℓ4

1 − @ℓ4
.

This concludes the proof. �
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Chapter 8 — Asymptotic counting and
Masur–Veech volumes

In [Mir08b ] Mirzakhani consider not only the problem of counting multicurves of length ≤ C
on a hyperbolic surfaces, but also its asymptotic as C → +∞. In [Mir08a ] she shows that the
average number over the moduli space of this limiting value gives the Masur–Veech volume of
the moduli space of quadratic differentials.
In this chapter we are going to review Mirzakhani’s analysis of the asymptotic number of
multicurves in the hyperbolic setting, and perform a similar analysis in the combinatorial one.
Surprisingly, we find that such asymptotic value does not depend on the boundary lengths, is
the same in both the hyperbolic and combinatorial setting, and (thanks to Mirzakhani’s result)
it coincides with the Masur–Veech volume of the moduli space of quadratic differentials.

Theorem 8.A (Asymtotics of multicurves and Masur–Veech volumes). The following equality
holds: ∫

M�,= (!)
B�,= 3`WP =

∫
Mcomb
�,= (!)

Bcomb
�,= 3`K, (8.0.1)

both quantities are independent of ! ∈ R=
+ , and they coincide (up to a combinatorial factor)

with the Masur–Veech volume of +MV
�,= of the moduli space of quadratic differentials on genus �

surfaces with = simple poles.

In particular, thanks to the analysis of the previous chapter, we can express the Masur–Veech
volumes as a sum over stable graph and as the constant term of a family of polynomials computed
by topological recursion. Employing the computational power of topological recursion, we
were able to formulate a series of conjectures regarding the polynomial structure of Masur–
Veech volumes for fixed genera and varying number of poles (see Table 8.1 for a list of such
polynomials for � ≤ 8).

Conjecture 8.B (Polynomial structure of Masur–Veech volumes). For any � ≥ 0, there exist
polynomials 0�, 1� ∈ Q[=] such that, for any = ≥ 0,

+MV
�,= = 24�−2+= c6�−6+2=

(2� − 3 + =)!(4� − 4 + =)!
(6� − 7 + 2=)!

(
0�(=) +

1

24�−6+2=

(
4� − 6 + 2=
2� − 3 + =

)
1�(=)

)
.

(8.0.2)

8.0.1 — Relation with other works and open questions

8.0.2 — Organisation of the chapter

The chapter is organised as follows.

• Section 8.1 

•
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•
•

Figure 8.1: Example of a foliation associated to a simple closed curve (in green) on a one-holed
torus. The singular leaves are depicted in blue. Note that the boundary of the torus is the union
of two singular leaves.

8.1 — Unit balls in measured foliations

Let Σ be a bordered surface of type (�, =). In Section 3.1.2 , we considered the spaceMF★Σ
parametrising measured foliations on Σ up to Whitehead equivalence, allowing all types of
boundary behaviours. We consider now the subsetMF Σ ⊂ MF★Σ that contains only those
measured foliations whose boundary is made up of a union of singular leaves (that is, internal
points are described as in Figures 3.7a and 3.7d and leaves at the boundary are of parallel
type, cf. Figures 3.7c and 3.7f ). In other words, on each boundary component there is at least
one singularity, and the singularities on the boundary are connected by singular leaves. For
convenience, we include inMF Σ the empty foliation. Notice thatMF Σ is disjoint from the
image of T comb

Σ
inMF★Σ.

The spaceMF Σ has dimension 6� − 6 + 2= and admits a canonical piecewise linear structure. It
also admits an integral structure given byMΣ, the set of multicurves in which components are
not allowed to be homotopic to boundary components of Σ (see Figure 8.1 for an example).
We denote by `Th the Thurston measure onMF Σ associated to this piecewise linear integral
structure1. That is, for an open set � ⊂ MF Σ we have

`Th(�) = lim
C→+∞

| (C · �) ∩MΣ |
C6�−6+2=

. (8.1.1)

The Thurston measure allows one to define a counting of multicurves associated to any length
function onMF Σ. In fact,MF Σ is a completion of the set of formal Q+-linear combinations
of simple closed curves.

8.1.1 — The hyperbolic case

In the hyperbolic context, for f ∈ TΣ the hyperbolic length function ℓf : MΣ → R+ has a
unique continuous extension ℓf : MF Σ → R≥0 that is compatible with the piecewise linear
structure. Mirzakhani [Mir08b ] introduces a function measuring the volume of the unit ball in
MF Σ with respect to ℓf .

Definition 8.1.1. TheMirzakhani function BΣ : TΣ → (0, +∞] is defined by

BΣ(f) = `Th
(
{ F ∈ MF Σ | ℓf (F) ≤ 1 }

)
. (8.1.2)

It is manifestly ModΣ-invariant, hence descends to a function B�,= onM�,= for Σ of type (�, =).
1OnMF Σ, the normalisation by counting lattice points differs by a power of 2 from the normalisation obtained

by taking the top power of the Thurston symplectic form.
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By definition of the Thurston measure, this function describes the asymptotic growth of the
number of multicurves of length ≤ C when C →∞, namely

BΣ(f) = lim
C→+∞

|{ 2 ∈MΣ | ℓf (2) ≤ C }|
C6�−6+2=

= lim
C→+∞

NΣ(f; C)
C6�−6+2=

. (8.1.3)

The main properties of BΣ established by Mirzakhani for punctured surfaces – i.e. onM�,= (0)
– can easily be generalised to the case of bordered surfaces.

Theorem 8.1.2 ([Mir08b , Proposition 3.2 and Theorem 3.3]). The function BΣ takes values in
R+, is continuous on TΣ, and B�,= is integrable onM�,= (!) with respect to `WP.

We remark that finiteness of BΣ comes from a the following bound on the number of simple
closed curves, known since [Riv01 ] for punctured surfaces and extended to bordered surfaces
in [ABO17 , Theorem 7.2]: ��{ W ∈ SΣ

�� ℓf (W) ≤ C } �� ≤ < n C6�−6+2=, (8.1.4)

for all f ∈ TΣ such that sysf ≥ n , for some positive constant < n depending on n and the
topology (�, =) of the surface.
As a consequence of Theorem 7.1.2 , using the final value theorem for the Laplace transform,
we have an expression of the integral of B�,= overM�,= (!) as a sum over stable graphs. We
attribute this result to Mirzakhani [Mir08b , Theorem 5.3], and restate it here following our
conventions and notations.

Theorem 8.1.3 ([Mir08b , Theorem 5.3]). The integral of B�,= is computed as

(6� − 6 + 2=)!
∫
M�,= (!)

B�,= 3`WP =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (0_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

4ℓ4 − 1
.

(8.1.5)

Notice that we have Kontsevich volumes at the vertices, rather than Weil–Petersson volumes.

Proof. From Theorem 7.1.2 , with the change of variable ℓ4 ↦→ ℓ4/B, we have

B

∫
R+

(∫
M�,= (!)

N�,= (f; C) 3`WP(f)
)
4−BC3C =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+WP
�({) ,=({)

(
(B−1ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

B−2ℓ4 3ℓ4
4ℓ4 − 1

=
1

B6�−6+2=

( ∑
Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (0_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

4ℓ4 − 1
+$ (B)

)
.

Here we used the relation |�Γ | +
∑
{∈+Γ (3�({) − 3 + =({)) = 3� − 3 + = and the observation that

the rescaled Weil–Petersson volumes are given by Kontsevich volumes, up to lower order term:

+WP
�,=

(
ℓ1

B
, . . . ,

ℓ:

B
, !:+1, . . . , !=

)
=

1

B6�−6+2=

(
+K
�,= (ℓ1, . . . , ℓ: , 0, . . . , 0) +$ (B)

)
.
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From properties of the Laplace transform, we find

B

∫
R+

(∫
M�,= (!)

N�,= (f; C)
C6�−6+2=

3`WP(f)
)
4−BC3C =

=
1

(6� − 6 + 2=)!
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (0_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

4ℓ4 − 1
+$ (B),

and from the final value theorem for the Laplace transform, we have the thesis. �

On the one hand, the integral of Mirzakhani’s function can be computed by taking the C →∞
limit of the stable graph sum of Theorem 7.1.2 . On the other hand, the average number of
multicurves can also be computed using the topological recursion of Corollary 7.1.4 . As a
consequence, we obtain a topological recursion statement for the integral of Mirzakhani’s
function. We will come back to this in the next section, after a brief discussion of the above
asymptotic in the combinatorial setting.

8.1.2 — The combinatorial case

For G ∈ T comb
Σ

the combinatorial length function ℓG : MΣ → R+ has a unique continuous
extension ℓG : MF Σ → R≥0 that is compatible with the piecewise linear structure. We can now
introduce a combinatorial analogue of Mirzakhani’s function measuring the volume of the unit
ball inMF Σ with respect to ℓG.

Definition 8.1.4. The combinatorial Mirzakhani function Bcomb
Σ

: T comb
Σ

→ (0, +∞] is defined
by

Bcomb
Σ (G) = `Th

(
{ F ∈ MF Σ | ℓG (F) ≤ 1 }

)
. (8.1.6)

It is manifestly ModΣ-invariant, hence descends to a function Bcomb
�,= onMcomb

�,= for Σ of type
(�, =).
By definition of the Thurston measure, this function describes the asymptotic growth of the
number of multicurves of combinatorial length ≤ C when C →∞, namely

Bcomb
Σ (G) = lim

C→+∞
|{ 2 ∈MΣ | ℓG (2) ≤ }|

C6�−6+2=
= lim
C→+∞

NΣ(G; C)
C6�−6+2=

. (8.1.7)

In order to prove that Bcomb
Σ

takes value in R+, rather than (0, +∞], we need a parametrisation
of multicurves adapted to different cells of the combinatorial Teichmüller space.
Consider an open cell ℨΣ,� on the combinatorial Teichmüller space T comb

Σ
, that is a trivalent

ribbon graph � together with a marking 5 : Σ → |� |. Assigning to each edge 4 ∈ �� the
number of times a non-backtracking representative on� of 2 ∈MΣ passes through it, we obtain
a map

mℨΣ,�
: MΣ −→ N�� . (8.1.8)

We show that in fact this map gives a parametrisation of MΣ. Let us first introduce some
notation to describe its image.

Definition 8.1.5. Given a trivalent ribbon graph �, a corner is an ordered triple Δ = (4, 4′, 4′′)
where 4, 4′, 4′′ are edges incident to a vertex in the cyclic order. Equivalently, a corner consists
of a vertex { together with the choice of an incident edge 4. We say that a corner belongs to
a face f ∈ �� if 4′ and 4′′ are edges around that face. We denote by ℭ(f) the set of corners
belonging to f, and by ℭ� the set of all corners. If we have an assignment of real numbers
(G4)4∈�� and Δ = (4, 4′, 4′′) is a corner, we set GΔ = G4′′ + G4′ − G4.
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Figure 8.2: Decomposition of Σ into strips (4 around edges and triangular neighbourhoods*{
around vertices.

Lemma 8.1.6. The map mℨΣ,�
is a bijection between the set of multicurvesMΣ and the set

/� =

{
< ∈ N��

���� ∀Δ ∈ ℭ� , <Δ ∈ 2N
∀f ∈ �� , ∃Δ ∈ ℭ(f) s.t. <Δ = 0

}
. (8.1.9)

Proof. As mℨΣ,�
is additive under union, it is enough to prove that for any simple closed curve

W ∈ SΣ, mℨΣ,�
(W) ∈ /� and there is a unique multicurve corresponding to each < ∈ /� .

For the first part, we decompose the geometric realisation |� | into strips (4 for each edge
4 and small triangular neighbourhoods *{ of each vertex the vertices as in Figure 8.2a , and
pullback this structure to Σ via 5 . If W ∈ SΣ is a simple closed curve in Σ, we can isotope W to a
non-backtracking simple representative W that has <4 parallel paths in the strip corresponding
to 4 ∈ �� . At each vertex {, it is possible to draw pairwise non-intersecting arcs connecting
inside*{ the endpoints of W in m*{ in a non-backtracking way if and only if <Δ ∈ 2N for each
corner Δ. When these conditions hold, there is in fact a unique way (up to isotopy relative to
m*{) to draw such arcs as in Figure 8.2b . Namely, we can label the points in m*{ ∩ W ∩ (4 by
?4,1, . . . , ?4,<4 following the cyclic order around {. Then, ?4,8 must be connected to

• ?4′′,<4′′+1−8 for 1 ≤ 8 ≤ 1
2<Δ′

• ?4′, 12<Δ′+1−8 for
1
2<Δ′ < 8 ≤ 1

2 (<Δ′ + <Δ′′) = <4.

This proves that mℨΣ,�
is injective on SΣ and its image is included in {< ∈ N�� | <Δ ∈ 2N }.

Let (48)8∈Z/#Z be the sequence of edges around a face f, and Δ8 be the corner containing both 48
and 48+1. Then, the 1

2<Δ8 arcs in W ∩ (48 which are closest to f are connected to the 1
2<Δ8 arcs in

W ∩ (48+1 which are the closest to f. In particular, the 1
2 min8 {<Δ8 } arcs which are (in each strip

around f) the closest to f are connected and form loops, which are homotopic to the boundary
component of Σ that f represents. By definition of SΣ, we must have min8 {<Δ8 } = 0. This
proves that mℨΣ,�

(SΣ) ⊂ /� and the first part of the claim.
Conversely, if we are given < ∈ /� , we draw <4 parallel arcs in (4, and connect them inside
each *{ in the unique non-intersecting and non-backtracking (as explained above) way. We
obtain a collection of simple closed curves, none of them being homotopic to a boundary
component of Σ. �

As a consequence, we obtain a polynomial growth of the number of essential simple closed
curve of bounded combinatorial length.
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Proposition 8.1.7. Let Σ be a connected bordered surface of type (�, =) and n > 0. For any
G ∈ T comb

Σ
such that sysG ≥ n , and any C > 0, we have��{ W ∈ SΣ

�� ℓG (W) ≤ C } �� ≤ < n C6�−6+2=, (8.1.10)

for some positive constant < n depending on n and the topology (�, =) of the surface.

Proof. Let W ∈ SΣ and denote by �G (W) the number (with multiplicity) of edges W passes
through. We recall from the proof of Proposition 6.1.1 that for sysG ≥ n we have

�G (W) ≤
(6� − 6 + 3=)2

n
ℓG (W).

If the underlying graph � is trivalent, from this bound and Lemma 8.1.6 we deduce

��{ W ∈ SΣ

�� ℓG (W) ≤ C } �� ≤ �����
{
G ∈ /�

����� ∑
4∈��

G4 ≤
(6� − 6 + 3=)2

n
C

}�����
and the claim follows, as the latter is the set of integer points with bounded !1-norm in a
polytope of dimension 6� − 6 + 2=. If � is not trivalent, we resolve it in an arbitrary way into a
trivalent ribbon graph � ′ and the same argument works with � ′. �

Remark 8.1.8. A second proof of Proposition 8.1.7 can be obtained by invoking the corre-
sponding result on TΣ with respect to hyperbolic lengths, namely Equation (8.1.4 ), and flowing
it to the combinatorial setting using the fact that hyperbolic length of multicurves flows to their
combinatorial analogue (cf. Proposition 6.1.1 ).

We first notice that Bcomb
Σ

takes values in R+, as a consequence of Proposition 8.1.7 , and
is continuous since the length function ℓ∗ : T comb

Σ
→ R(Σ+ is continuous (and in particular,

integrable). The integrability result is more delicate. We derive it from the explicit expression
as a sum over stable graphs.

Theorem 8.1.9. The integral of Bcomb
�,= is computed as

(6� − 6 + 2=)!
∫
Mcomb
�,= (!)

Bcomb
�,= 3`K =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (0_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

4ℓ4 − 1
.

(8.1.11)

Proof. As in the hyperbolic case, we start from the sum over stable graphs (7.2.6 ) expressing
the combinatorial counting function N comb

�,= and perform change of variable ℓ4 ↦→ ℓ4/B. The
only difference is in the presence of Kontsevich volumes at the vertices, for which we have

+K
�,=

(
ℓ1

B
, . . . ,

ℓ:

B
, !:+1, . . . , !=

)
=

1

B6�−6+2=

(
+K
�,= (ℓ1, . . . , ℓ: , 0, . . . , 0) +$ (B)

)
.

We then conclude similarly. �
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8. Asymptotic counting and Masur–Veech volumes

8.1.3 — Hyperbolic VS combinatorial

By comparing the asymptotic counts in the hyperbolic and combinatorial settings, we get that
the two agree and are independent of boundary lengths.

Corollary 8.1.10. The following equality holds:∫
M�,= (!)

B�,= 3`WP =

∫
Mcomb
�,= (!)

Bcomb
�,= 3`K. (8.1.12)

Furthermore, both quantities are independent of ! ∈ R=
+ .

Using the rescaling flow, we can actually say more: the combinatorial Mirzakhani function can
be obtained as a limit of the hyperbolic setting via the flow.

Proposition 8.1.11. For any connected bordered surface Σ of type (�, =), we have

lim
V→∞

V6�−6+2= BΣ(fV) = Bcomb
Σ (sp(f)) (8.1.13)

and the limit is uniform for sp(f) in any thick part of T comb
Σ

.

Proof. Let n > 0 and G ∈ T comb
Σ

such that sysG ≥ n . We denote f = sp−1(G) and fV =

sp−1(VG). Since the length of a multicurve is the sum of lengths of its connected components,
Proposition 6.1.1 implies that for any 2 ∈ MΣ, we have VℓG (2) ≤ ℓfV (2) ≤ (V + ^n )ℓG (2).
Therefore{

2 ∈MΣ

���� ℓG (2) ≤ C

V + ^n

}
⊆

{
2 ∈MΣ

���� ℓfV (2) ≤ C } ⊆ {
2 ∈MΣ

���� ℓfV (2) ≤ C

V

}
and thus

Bcomb
Σ
(G)

(V + ^n )6�−6+2=
≤ BΣ(fV) ≤

Bcomb
Σ
(G)

V6�−6+2=
.

Multiplying by V6�−6+2= and taking the limit V→∞ yields the result. �

We remark that the above proposition is not enough to derive Corollary 8.1.10 . Indeed, we can
certainly write∫

M�,= (V!)
B�,= 3`WP =

∫
Mcomb
�,= (!)

V6�−6+2= (B�,= ◦ 'V) �V 3`K, �V =
1

V6�−6+2=

'∗
V
3`WP

3`K
,

(8.1.14)
where 'V : T comb

Σ
(!) → TΣ(V!), 'V (G) = sp−1(VG) is the rescaling flow. We know by The-

orem 6.A due to Mondello that �V converges pointwise to 1, and by Proposition 8.1.11 that
V6�−6+2= (B�,= ◦ 'V) converges to Bcomb

�,= uniformly on compacts. This is however not sufficient,
as we would need an effective and integrable enough bound independent of V to conclude
that the integral of B�,= coincide with the integral of its combinatorial analogue by dominated
convergence, and such a bound is not currently available. Note that one cannot hope for
a bound by constant, because Bcomb

Σ
(G) can diverge when sysG → 0. Getting effective and

uniform bounds for the Jacobian �V over T comb
Σ

is a question of broader interest: it would allow
to study the behaviour for large boundary lengths ! of the integral onM�,= (!) of a larger class
of functions.
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III. Enumeration of multicurves and quadratic differentials

Remark 8.1.12. It is convenient to notice that the integral of B�,= or Bcomb
�,= coincides with the

(Laplace transform of the) average number of combinatorial multicurves N̂ comb
�,= (!; B) evaluated

at B = 1 and ! = 0 (cf. Equation (8.1.11 ) with Equation (7.2.6 )). In particular, one can use
topological recursion at B = 1 to compute such integrals. We will come back to this observation
in the next section.

8.2 — Quadratic differentials, Masur–Veech volumes and
topological recursion

In this section, we review the connection between the integral of Mirzakhani’s function and the
Masur–Veech volumes of the principal stratum of the moduli space of curves. Rewrite

Let us review the theory of quadratic differentials first. Fix an integer partition (`, a) of 4� − 4,
where ` = (2<8)A8=1 are the even parts and a = (2= 9 − 1)B

9=1 are the odd parts, with <8 , = 9 ≥ 0.
Consider the moduli space Q�(`, a) parametrising quadratic differential with prescribed zeros,
i.e. the moduli space of tuples (�, @) where

• � is a compact Riemann surface of genus �,

• @ has A even order zeros of type ` and B odd order zeros of type a.

Here we focus on quadratic differentials that are not a global square of a one-form. Note that @
is allowed to have simple poles, i.e. when some = 9 = 0, which are regarded as “zeros of order
−1”. Similarly @ is allowed to have ordinary marked points, i.e. when some <8 = 0, which are
regarded as “zeros of order 0”. By convention, the zeros are not labeled. There is a natural C×

action on Q�(`, a) given by rescaling of the quadratic differential, and we denote by PQ�(`, a)
the quotient space. The moduli space Q�(`, a) is smooth of dimension 2� − 2 + A + B and possess
a convenient coordinate system given by period coordinates that we now describe.
For each point (�, @) ∈ Q�(`, a), consider the canonical double cover c : �̂ → � such that
c∗@ = l is a one-form, whose genus is given by �̂ = 2� − 1 + B/2. Denote by g the involution
on �̂ whose quotient map is c, and denote by �−1 (�̂, / (l);Z) the g-anti-invariant homology.
Here / (l) is the set of zeros of l.
Fix now a point (�0, @0) ∈ Q�(`, a) with a neighbourhood * and a basis {W0,8}2�−2+A+B8=1 of
�−1 (�̂, / (l);Z), providing a homeomorphism

�−1 (�̂, / (l);Z) � Z2�−2+A+B . (8.2.1)

For (�, @) ∈ *, there exists c : �̂ → � and g with the corresponding properties, since the
canonical double cover can be constructed in families. In particular, we can parallel transport
the basis {W0,8}8 from �−1 (�̂0, / (l0);Z) to a basis {W8}8 of �−1 (�̂, / (l);Z). Integration of l
along this basis provides a map from

* −→ C2�−2+A+B, (�, @) ↦−→
(∮
W8

l

) 2�−2+A+B
8=1

, (8.2.2)

and this is the desired coordinate system. Such local coordinates provides Q�(`, a) with a
natural volume form by considering a linear volume element in the vector spaces C2�−2+A+B

normalised in such way that a fundamental domain of the lattice (Z⊕ iZ)2�−2+A+B has area one. It

184



8. Asymptotic counting and Masur–Veech volumes

can be proved that the induced measure does not depend on the choice of local coordinates used
in the construction, so the volume element `MV, called theMasur–Veech measure, is defined
canonically.
On the other hand, we have a well-defined area function 0 : Q�(`, a) → R+ given by

Area(�, @) =
∫
�

|@ | = i

4

∫
�̂

l ∧ l̄ =
1

2
Area(�̂, l) (8.2.3)

and the measure `MV defines a canonical measure aMV (also called Masur–Veech measure) on
the unit hyperboloid

Q1
� (`, a) =

{
(�, @) ∈ Q�(`, a)

��� Area(�̂, l) = 1
}
, 3aMV =

3`MV

30
. (8.2.4)

The following result, proved independently by Masur and Veech, states the volume of the unit
hyperboloid is finite.

Theorem-definition 8.2.1 ([Mas82 ; Vee82 ]). The total volume of any stratum Q1
� (`, a) of

meromorphic quadratic differentials with at most simple poles with respect to the Masur–Veech
measure is finite:

+MV
� (`, a) = aMV

(
Q1
� (`, a)

)
< +∞. (8.2.5)

In the following, we will mainly interested in the principal stratum of the moduli space,
parametrising quadratic differentials with only simple zeros and simple poles: ` = ∅ and
a = (14�−4+=,−1=). To simplify the notation, we denote such volumes simply by +MV

�,= :

+MV
�,= = +MV

� (14�−4+=,−1=). (8.2.6)

The main connection between Masur–Veech volumes and the asymptotic counting of multic-
urves is the following result, due to Mirzakhani, who proved it in the case of hyperbolic surfaces
with punctures.

Theorem 8.2.2 ([Mir08a ]). TheMasur–Veech volumes of the principal strata of the moduli space
of quadratic differentials are computed by the average of the asymptotic number of hyperbolic
multicurves:

+MV
�,= = 24�−2+= (4� − 4 + =)! · (6� − 6 + 2=)

∫
M�,= (!)

B�,= 3`WP. (8.2.7)

Moreover, it is computed by the following sum over stable graphs:

+MV
�,= = 24�−2+=

(4� − 4 + =)!
(6� − 7 + 2=)! ×

×
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (0_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

4ℓ4 − 1
.

(8.2.8)

Remark 8.2.3. The expression of Masur–Veech volumes as a sum over stable graphs was also
proved in [DGZZ20 ] by purely combinatorial methods. We also give a short remark about
normalisation conventions (cf. [AEZ16 , Remark 1.2] or [DGZZ20 , Section 2.1]). It is customary
to consider quadratic differentials with unlabelled zeros. This convention is responsible for
the normalisation factor (4� − 4 + =)! in Equation (8.2.7 ). Moreover, the Masur–Veech volumes
are defined as the volumes of the hyperboloid of quadratic differentials of area 1

2 . This second
convention is responsible for the factor 24�−2+= in Equation (8.2.7 ).
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III. Enumeration of multicurves and quadratic differentials

Combining Mirzakhani’s result with the topological recursion computing the integral of B�,=,
we obtain our major contribution from [And+19 ] to the theory of quadratic differentials: a
topological recursion formula for +MV

�,= .

Theorem-definition 8.2.4. Define theMasur–Veech polynomials by the following topological
recursion: for 2� − 2 + = > 1

+MV
�,= (!1, . . . , !=) =

=

=∑
<=2

∫
R+

�MV(!1, !<, ℓ)+MV
�,=−1(ℓ, !2, . . . , !̂<, . . . , !=) ℓ3ℓ

+ 1

2

∫
R2
+

�MV(!1, ℓ, ℓ′)
(
+MV
�−1,=+1(ℓ, ℓ′, !2, . . . , !=)

+
∑

�1+�2=�
�1t�2={2,...,=}

+MV
�1,1+|�1 | (ℓ, !�1)+

MV
�2,1+|�2 | (ℓ

′, !�2)
)
ℓℓ′3ℓ3ℓ′

(8.2.9)

where we have +MV
0,1 = +MV

0,2 = 0 by convention, recursion kernels

�MV(!, ! ′, ℓ) = 1

2!

(
[! − ! ′ − ℓ]+ − [−! + ! ′ − ℓ]+ + [! + ! ′ − ℓ]+

)
+ 1

4ℓ − 1
,

�MV(!, ℓ, ℓ′) = 1

!
[! − ℓ − ℓ′]+ +

1

(4ℓ − 1) (4ℓ′ − 1)
+

+ 1

4ℓ − 1

1

2!

(
[! − ℓ − ℓ′]+ − [−! + ℓ − ℓ′]+ + [! + ℓ − ℓ′]+

)
+ 1

4ℓ
′ − 1

1

2!

(
[! − ℓ′ − ℓ]+ − [−! + ℓ′ − ℓ]+ + [! + ℓ′ − ℓ]+

)
,

(8.2.10)

and initial conditions +MV
0,3 (!1, !2, !3) = 1 and +MV

1,1 (!) =
!2

48 +
c2

12 . They are computed by the
following sum over stable graphs:

+MV
�,= (!1, . . . , !=) =

=
∑

Γ∈G�,=

1

|Aut(Γ) |

∫
R
�Γ
+

∏
{∈+Γ

+K
�({) ,=({)

(
(ℓ4)4∈�{ , (!_)_∈Λ{

) ∏
4∈�Γ

ℓ4 3ℓ4

4ℓ4 − 1
.

(8.2.11)

Moreover, theMasur–Veech volumes+MV
�,= of the principal strata of themoduli space of quadratic

differentials coincidewith the constant term (up to a normalisation constant) of theMasur–Veech
polynomials:

+MV
�,= = 24�−2+=

(4� − 4 + =)!
(6� − 7 + 2=)!+

MV
�,= (0, . . . , 0) (8.2.12)

Proof. As explained in Remark 8.1.12 , the integral of B�,= (or equivalently Bcomb
�,= ) coincides

with the Laplace transform of the average number of combinatorial multicurves N̂ comb
�,= (!; B)

evaluated at B = 1 and ! = 0. �

By recursion, it is easy to prove that +MV
�,= (!) is a homogeneous polynomial in c2, !21, . . . , !

2
=

of degree 3� − 2 + 2= with rational positive coefficients. Hence, the Masur–Veech volumes
+MV
�,= ∈ c6�−6+2=Q+. See Table 8.2 for some Masur–Veech volumes computed by topological

recursion.
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8. Asymptotic counting and Masur–Veech volumes

� 0�(=) 1�(=)
0 0 1

1 1
24

1
24

2 5
2304

7=
2160 +

7
1152

3 245=
3981312 +

643
1990656

223=
1088640 +

6523
8709120

4 1757=
382205952 +

95413
3185049600

37079=2

12009254400 +
5110337=

112086374400 +
5951381

37623398400

5 38213=2

880602513408 +
4218671=

4403012567040 +
63657059

12842119987200
1306751=2

4899775795200 +
3134026741=

685968611328000 +
63849553

3310859059200

Table 8.1: Polynomials conjecturally appearing in the Masur–Veech volumes for � ≤ 5.

Remark 8.2.5. So far we only considered bordered surfaces, so that � ≥ 0, = > 0 and 2�−2+= > 0.
However, Masur–Veech volumes makes sense for = = 0 too, and a natural question is whether
the above results extend to the = = 0 case. The answer is affirmative for every statement in the
hyperbolic setting, and negative for every statement in the combinatorial one (the combinatorial
moduli spacesMcomb

�,0 (!) do not make sense for = = 0). In particular, Theorem-definition 8.2.4 

can be used to computeMasur–Veech volumes of the principal stratum of holomorphic quadratic
differentials, i.e. = = 0.

By computing a large quantity of Masur–Veech volumes, we were able to formulate some
conjectures [And+19 , Conjecture 5.4] about their behaviour for fixed genus and varying number
of poles. The conjecture in genus zero was formulated by Kontsevich and proved by Athreya–
Eskin–Zorich [AEZ16 ].

Conjecture 8.2.6. For any � ≥ 0, there exist polynomials 0�, 1� ∈ Q[=] of degrees

deg 0� =

⌊
� − 1

2

⌋
and deg 1� =

⌊ �
2

⌋
(8.2.13)

(with the convention that ?0 = 0) such that, for any = ≥ 0,

+MV
�,= = 24�−2+= c6�−6+2=

(2� − 3 + =)!(4� − 4 + =)!
(6� − 7 + 2=)!

(
0�(=) +

1

24�−6+2=

(
4� − 6 + 2=
2� − 3 + =

)
1�(=)

)
.

(8.2.14)
The first few polynomials are displayed on Table 8.1 .

The notation here slightly differ from [And+19 , Conjecture 5.4], where we have (0�, 1�) =
24�−2(?�, @�). From the above conjecture, we can examine the asymptotic behaviour of Masur–
Veech volumes of principal strata with a large number of poles (i.e. when =→∞).

Conditional theorem 8.2.7. Assuming Conjecture 8.2.6 to hold, the Masur–Veech volumes
of the principal strata of themoduli space of quadratic differentials have the following asymptotic
behaviour as =→∞:

+MV
�,= ∼

c6�−6+2=

22�−5+=
cn (�)/2 =�/2 f� n (�) =

{
0 if � is even
1 if � is odd

(8.2.15)

where f� ∈ Q is the top coefficient of 0� if � is odd and the top coefficient of 1� if � is even.
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III.E
num

eration
ofm

ulticurves
and

quadratic
differentials

= \ � 0 1 2 3 4 5 6

0 - - 1
15

115
33264

2106241
11548293120

7607231
790778419200

51582017261473
101735601235107840000

1 - 2
3

29
840

4111
2223936

58091
592220160

35161328707
6782087854080000

1725192578138153
6307607276576686080000

2 - 1
3

337
18144

77633
77837760

160909109
3038089420800

27431847097
9796349122560000

236687293214441
1601932006749634560000

3 4 11
60

29
2880

207719
384943104

14674841399
512424415641600

5703709895459
3767985230929920000

37679857842043
471817281090355200000

4 2 1
10

919
168480

16011391
54854392320

9016171639
582300472320000

143368101519407
175211313238241280000

13237209152580169
306665505466027868160000

5 1 163
3024

653
221760

6208093
39382640640

442442475179
52900285261824000

259645860580231
587375069141532672000

6359219722433607397
272686967460391980367872000

6 1
2

29
1008

88663
56010240

5757089
67781007360

1537940628689
340912949465088000

229686916047007
962777317187911680000

43310941179948284069
3440050974115714213871616000

7 1
4

1255
82368

295133
348281856

2598992519
56936046182400

643391778377
264869710110720000

11267167909498433
87618715847436533760000

74408487930504838727
10957199399035237866405888000

8 1
8

2477
308880

1835863
4063288320

1769539
720943441920

127802659622551
97895844856922112000

2762333771707
39907473380632166400

76034947449385560773
20780895411963382160424960000

9 1
16

39203
9335040

12653167
52718561280

6756335603
516534771916800

76170641989903
108773160952135680000

46331482996262911
1245354014578231266508800

7583038108310022233611
3850996789771271334071894016000

10 1
32

1363
622336

5219989
41079398400

2863703603
410578921267200

364975959330977
973541287193739264000

110488317513510709
5533939090421837306265600

1597788327762805352162251
1509590741590338362956182454272000

11 1
64

308333
270885888

644710519
9612579225600

28221517763
7606514751897600

26274127922961227
131162562511011053568000

39074093749702556551
3652399799678412622135296000

32893791972666409219189
57890914971883041214200545280000

Table 8.2: Masur–Veech volumes c−(6�−6+2=)+MV
�,= . We display in black the values that were honestly computed from the recursion, and in grey

the values that the conjecture predicts. The polynomials 0� and 1� appearing in Conjecture 8.2.6 have been determined by the values +MV
�,= with

= = 1, . . . , � + 1.
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8. Asymptotic counting and Masur–Veech volumes

Proof. From Stirling’s approximation : ! ∼
√
2c:

(
:
4

) : as : →∞, we find

24�−2+= c6�−6+2=
(2� − 3 + =)!(4� − 4 + =)!

(6� − 7 + 2=)! ∼ 24�−2+= c6�−6+2=
√
c=

26�−7+2=
=
c6�−6+2=

22�−5+=
√
c=.

On the other hand, applying Stirling’s approximation gain, we find

1

24�−6+2=

(
4� − 6 + 2=
2� − 3 + =

)
∼ 1
√
c=
.

As a consequence, considering the degree of 0� and 1�, we obtain that

0�(=) +
1

24�−6+2=

(
4� − 6 + 2=
2� − 3 + =

)
1�(=) ∼

0� ∼
√
=�−1 f� if � is odd

1
24�−6+2=

(4�−6+2=
2�−3+=

)
1� ∼

√
=�−1
c
f� if � is even

=
√
cn (�)−1=�−1 f�.

All together, this gives the thesis. �

After we formulate the above conjecture, Chen, Möller and Sauvaget [CMS+19 ] found a new
formula to compute Masur–Veech volumes via intersection theory, proving the above claims.
Their approach will be discussed in the next chapter.

8.2.1 — Siegel–Veech constants

Let us move our attention to some applications to Siegel–Veech constants. The area Siegel–
Veech constant 2SV�,= of Q�,4�−4+2= (14�−4+=,−1=) is a positive real number related to the asymp-
totic number of flat cylinders of a generic quadratic differential. Given an element (�, @) ∈
Q�,4�−4+2= (14�−4+=,−1=), we define

Narea(�, @; C) =
1

Area(�, @)
∑
c⊂@
| (c) ≤C

Area(c), (8.2.16)

where the sum is over flat cylinders c of @ whose width |(c) (or circumference) is less or equal
to ! and Area refers to the total mass of the measure induced by the flat metric of @. By a
theorem of Veech and Vorobets [Vee98 ; Vor05 ], the number

2SV�,= =
1

+MV
�,=

1

cC2

∫
Q1
�,4�−4+2= (14�−4+= ,−1=)

Narea(�, @; C) 3aMV(�, @) (8.2.17)

exists and is independent of C > 0. It is called the (area) Siegel–Veech constant of the principal
stratum of the moduli space of quadratic differentials.

In [Gou15 ], Goujard showed how to compute 2SV�,= in terms of the Masur–Veech volumes.
Her result is in fact more general, as it deals with all strata of the moduli space of quadratic
differentials, while the present article is only concerned with the principal stratum.
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III. Enumeration of multicurves and quadratic differentials

Theorem 8.2.8 ([Gou15 , Section 4.2, Corollary 1]). For �, = ≥ 0 such that 2� − 2 + = > 1, we
have

2SV�,=+
MV
�,= =

1

4

(4� − 4 + =) (4� − 5 + =)
(6� − 7 + 2=) (6� − 8 + 2=) +

MV
�−1,=+2

+ 1

8

∑
�1+�2=�
=1+=2==

(
=

=1, =2

) (
4� − 4 + =

4�1 − 3 + =1, 4�2 − 3 + =2

) (
6� − 7 + 2=

6�1 − 5 + 2=1, 6�2 − 5 + 2=2

) −1
+MV
�1,1+=1+

MV
�2,1+=2 ,

(8.2.18)

where
( :
:1,...,:<

)
= :!
:1!· · ·:<! is the multinomial coefficient.

In [Gou15 ] the contribution of +MV
0,3 +

MV
�,=−1 was written separately, but this term can be included

in the sum if we remark that +MV
0,3 = 4 (see Table 8.2 ) and

(2= − 5)!
(= − 3)!

����
==2

= lim
=→2

Γ(2= − 4)
Γ(= − 2) =

1

2
. (8.2.19)

Using topological recursion for Masur–Veech volumes, together with Goujard’s formula, we
were able to compute a large amount of Siegel–Veech constants (see Table 8.3 ). Moreover,
combining Goujard’s formula with the conjectural form of Masur–Veech volumes, we can
obtain formulas for the area Siegel–Veech constants. In genus zero, the conjecture reduces to a
result of Eskin–Kontsevich–Zorich [EKZ14 ].

Conditional theorem 8.2.9. Assuming Conjecture 8.2.6 to hold, for any � ≥ 0, there exist
polynomials 0∗�, 1∗� ∈ Q[=] with degrees

deg 0∗� =
⌊ �
2

⌋
and deg 1∗� =

⌊
� + 1
2

⌋
(8.2.20)

(with the convention that ?0 = 0) such that, for any = ≥ 0 such that 2� − 2 + = > 1 Should I
write the
proof?

2SV�,= =
= + 5 − 5�

6c2
+ 1

(2� − 3 + =)c2
0∗�(=) +

2�−3+=
24�−6+2=

(4�−6+2=
2�−3+=

)
1∗�(=)

0�(=) + 1
24�−6+2=

(4�−6+2=
2�−3+=

)
1�(=)

. (8.2.21)

Again, the notation here slightly differ from [And+19 ]. As for Masur–Veech volumes, we were
able to deduce the asymptotic behaviour of Siegel–Veech constants as =→∞.

Conditional theorem 8.2.10. Assuming Conjecture 8.2.6 to hold, the Siegel–Veech constants
of the principal strata of themoduli space of quadratic differentials have the following asymptotic
behaviour as =→∞:

2SV�,= ∼
= + 5 − 5�

6c2
+ 1

cn (�)+3/2=1/2

f∗�

f�
+$ (=−1) (8.2.22)

where f∗� is the top coefficient of 0∗� if � is even and the top coefficient of 1∗� if � is odd.

A consequence of the above result is a refined version of Fougeron’s conjecture [Fou18 ] for
the =→∞ asymptotic behaviour of !+�,=, the sum of the � Lyapunov exponents of the Hodge
bundle along the Teichmüller flow on the principal stratum of the moduli space of quadratic
differentials. Based on extensive numerical experiments, Fougeron conjectured that for each �
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8.A
sym

ptotic
counting

and
M
asur–V

eech
volum

es

= \ � 0 1 2 3 4 5 6

0 - - 19
6

24199
8625

283794163
105312050

180693680
68465079

806379495590975
309492103568838

1 - - 230
87

529239
205550

14053063
5518645

533759417507
210967972242

4346055982466800
1725192578138153

2 - 7
3

8131
3370

2843354
1164495

11842209371
4827273270

606925117339
246886623873

122318875814791931
49704331575032610

3 - 47
22

11041
4785

73870699
31157850

35221419482
14674841399

82681229028041
34222259372754

5057811587495459887
2085014933689449405

4 3
2

44
21

688823
303270

187549387
80056955

1414826039249
595067328174

1031120131654286
430104304558221

1339844245835171101
555962784408367098

5 5
3

2075
978

96716
42445

87365995
37248558

15788133716389
6636637127685

1245335246460801
519291721160462

321899861240823487478
133543614171105755337

6 11
6

697
319

8622217
3723846

1433623484
604494345

7380284015613
3075881257378

18305424406953487
7579668229551231

3150765025310943712637
1299328235398448522070

7 2 17101
7530

10506949
4426995

12557689333
5197985038

32906433038620
13511227345917

165332043184123111
67603007456990598

1276869600669686371105
520859415513533871089

8 13
6

17630
7431

44927707
18358630

3273823127
1322965425

1905176709014543
766815957735306

931701551880070892
374503401099176525

32923598627691820002839
13230080856193087574502

9 7
3

194829
78406

480821458
189797505

515867741141
202690068090

3294839869674121
1294900913828351

13416096198217292533
5281789061573971854

403660475951758341605956
159243800274510466905831

10 5
2

202415
77691

905804827
344519274

488680850166
186140734195

658216299971112017
251833411938374130

2586449275763662283
994394857621596381

57921215793035879725637191
22369036588679274930271514

11 8
3

5054467
1849998

1761936475
644710519

2297552653219
846645532890

212103557000574050
78822383768883681

208627514502680586639
78148187499405113102

9156519282251402538004459
3453848157129972968014845

Table 8.3: Siegel–Veech constants c22SV�,=. They are computed from Masur–Veech volumes of Table 8.1 using Goujard’s formula. In grey, the
values computed from the predicted Masur–Veech volumes.
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III. Enumeration of multicurves and quadratic differentials

we have !+�,= = $ (=−1/2) as =→∞. On the other hand, by a result of Eskin–Kontsevich–Zorich
[EKZ14 , Theorem 2], !+�,= are related to Siegel–Veech constants by

c2

3
2SV�,= =

= + 5 − 5�

18
+ !+�,=, (8.2.23)

The above formula, together with Equation (8.2.15 ), gives the following asymptotic refinement
of Fougeron’s conjecture:

!+�,= ∼
3

cn (�)−1/2=1/2

f∗�

f�
+$ (=−1) (8.2.24)

Let us shift our attention back to Goujard’s formula. The structure of her result becomes more
transparent if we rewrite it in terms of the rescaled Masur–Veech volumes that are the constant
term of the polynomials computed by topological recursion/sum over stable graphs:

+̃MV
�,= = %�,= (0, . . . , 0), +MV

�,= = 24�−2+=
(4� − 4 + =)!
(6� − 7 + 2=)! +̃

MV
�,= . (8.2.25)

Corollary 8.2.11. For �, = ≥ 0 such that 2� − 2 + = > 1, we have

2SV�,= +̃
MV
�,= =

1

4

(
+̃MV
�−1,=+2 +

1

2

∑
�1+�2=�
=1+=2==

(
=

=1, =2

)
+̃MV
�1,1+=1 +̃

MV
�2,1+=2

)
. (8.2.26)

We remark that the contributions in Equation (8.2.26 ) correspond to the topology of surfaces
obtained from Σ of genus � with = boundaries after cutting along a simple closed curve. It is
important to note that the (somewhat unusual) feature that separating curves receive an extra
factor of a 1

2 . Such sums (without this relative factor of a 1
2 ) can be obtained by differentiating a

sum over stable graphs with respect to the edge weight. Therefore, they also arise by integrating
over the moduli space derivatives of the statistics of hyperbolic lengths of multicurves with
respect to the test function. We make this precise in the next paragraphs. TBF

8.3 — Quadratic differentials with double poles

We now show how to retrieve the Masur–Veech polynomials +MV
�,= (!1, . . . , !=) by considering

a certain limit of square-tiled surface counting.

Theorem 8.3.1. Let ! ∈ Z=+ such that !1 + · · · + != ∈ 2Z. We have

lim
)→∞
) ∈2Z+

#��,= ()!1, . . . , )!=; 4−1/) )
)6�−6+2= = 23−2�−=+MV

�,= (!1, . . . , !=). (8.3.1)

Proof. Let ) be an even integer and set @ = 4−1/) . Fix a stable graph Γ of type (�, =). We want
to compute the large ) behavior of∑

ℓ:�Γ→Z+

∏
{∈+Γ

#�({) ,=({)
(
(ℓ4)4∈� ({) , ()!_)_∈Λ({)

) ∏
4∈�Γ

ℓ4 @
ℓ4

1 − @ℓ4

=
∑

ℓ̂ : �Γ→) −1Z+

∏
{∈+Γ

#�({) ,=({)
(
()ℓ̂4)4∈� ({) , ()!_)_∈Λ({)

) ∏
4∈�Γ

) ℓ̂4

4ℓ̂4 − 1
.

(8.3.2)

192



8. Asymptotic counting and Masur–Veech volumes

Let L ⊆ Z�Γ be the sublattice defined by the congruences

∀{ ∈ +Γ,
∑

4∈� ({)
ℓ4 +

∑
_∈� (_)

!_ ∈ 2Z.

From Norbury’s result (cf. Corollary 5.3.4 ), we know that the vertex weights #�({) ,=({) vanish
unless )ℓ̂4 ∈ L+ = Z�Γ

+ ∩ L. In this case, they limit to the Kontsevich volumes, up to powers of
2. More precisely,

#�({) ,=({)
(
()ℓ̂4)4∈� ({) , ()!_)_∈Λ({)

)
→ )6�({)−6+2=({)

22�({)−3+=({)
+K
�({) ,=({)

(
(ℓ̂4)4∈� ({) , (!_)_∈Λ({)

)
up to an error that will produce subleading terms when ) →∞. We are left with analysing the
large ) behaviour of the following sum:∑

ℓ̂∈) −1L+

∏
{∈+Γ

)6�({)−6+2=({)

22�({)−3+=({)
+K
�({) ,=({)

(
(ℓ̂4)4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

) ℓ̂4

4ℓ̂4 − 1
.

Now, since +K
�,= (!1, . . . , !=) are polynomial in !1, . . . , !=, the function of ℓ̂ appearing in the

summands is a continuous function of ℓ̂ ∈ R�Γ
+ , which is Riemann-integrable due to the

exponential decay in the edge weights. Taking into account the relation between the Kontsevich
measure and the Lebesgue measure (cf. Lemma 4.1.6 ) as in Proposition 5.2.7 , we obtain that
the above sum is asymptotically equivalent to

21−|+Γ |
∫
R
�Γ
+

∏
{∈+Γ

)6�({)−6+2=({)

22�({)−3+=({)
+K
�({) ,=({)

(
(ℓ̂4∈� ({) , (!_)_∈Λ({)

) ∏
4∈�Γ

)2 ℓ̂43ℓ̂4

4ℓ̂4 − 1

when ) is large. The overall powers of 2 and ) can be easily computed as

1 − |+Γ | −
∑
{∈+Γ
(2�({) − 3 + =({)) = −(2� − 3 + =),

2|�Γ | +
∑
{∈+Γ
(6�({) − 6 + 2=({)) = 6� − 6 + 2=,

which are independent of Γ. Performing the (finite) sum over all stable graphs of type (�, =)
weighted by automorphisms, and dividing the result by )−(6�−6+2=) , one finds exactly the sum
over stable graphs defining the Masur–Veech polynomials in Equation (8.2.11 ). �

Remark 8.3.2. The scaling )!8 of the boundary term !8 is of strange nature. As @) is of order
1, suggesting that the typical contribution in #��,= comes from surfaces with core area $ ()),
but scaling the area with ) usually rescaled the boundary by

√
) . So the limit in Theorem 8.3.1 

somehow reflects a blowup of the contribution coming from the boundaries of the square-tiled
surface, that is necessary in order to obtain the Masur–Veech polynomials.

The expression for the @-enumeration of square-tiled surfaces in Proposition 7.3.4 is an example
of the discrete twisting procedure presented in Proposition 5.4.4 , with the function 5 (ℓ) = @ℓ

1−@ℓ .Table of
square-tiled
quasi-poly?
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III. Enumeration of multicurves and quadratic differentials

Corollary 8.3.3. The counting of square-tiled surfaces are computed by the discrete topological
recursion:

#��,= (!1, . . . , !=; @) =
=∑
<=2

∑
ℓ≥1

ℓ ��Z(!1, !<, ℓ; @) #
�
�,=−1(ℓ, !2, . . . , !̂<, . . . , !=; @)

+1
2

∑
ℓ,ℓ′≥1

ℓℓ′��Z(!1, ℓ, ℓ
′; @)

(
#��−1,=+1(ℓ, ℓ′, !2, . . . , !=; @)

+
∑

�1+�2=�
�1t�2={2...,=}

#�
�1,1+|�1 | (ℓ, !�1 ; @) #

�
�1,1+|�2 | (ℓ

′, !�2 ; @)
)
,

(8.3.3)

where we have #�0,1 = #
�
0,2 = 0 by convention, recursion kernels

��(!, ! ′, ℓ; @) = 1

2!

(
[! − ! ′ − ℓ]+ − [−! + ! ′ − ℓ]+ + [! + ! ′ − ℓ]+

)
+ @ℓ

1 − @ℓ
,

��(!, ℓ, ℓ′; @) = 1

!
[! − ℓ − ℓ′]+ +

@ℓ+ℓ
′

(1 − @ℓ) (1 − @ℓ′)
+

+ @ℓ

1 − @ℓ
1

2!

(
[! − ℓ − ℓ′]+ − [−! + ℓ − ℓ′]+ + [! + ℓ − ℓ′]+

)
+ @ℓ

′

1 − @ℓ′
1

2!

(
[! − ℓ′ − ℓ]+ − [−! + ℓ′ − ℓ]+ + [! + ℓ′ − ℓ]+

)
,

(8.3.4)

and initial conditions

#�0,3(!1, !2, !3; @) = #0,3(!1, !2, !3),

#�1,1(!1) = #1,1(!) +
1

2

∑
ℓ≥1

#0,3(!, ℓ, ℓ)
ℓ @ℓ

1 − @ℓ
(8.3.5)

This result can also be brought in the form of Eynard–Orantin topological recursion. Let us
recall the spectral curve computing lattice points.

Theorem 8.3.4 ([Nor13 ]). Consider the spectral curve on P1 given by

G(I) = I + 1

I
, ~(I) = −I, �(I1, I2) =

3I13I2

(I1 − I2)2
. (8.3.6)

Then the associated topological recursion differentials l�,= (I) compute the number of lattice
points: for any ! ∈ Z=+,

#�,= (!1, . . . , !=) = (−1)=
( =∏
8=1

Res
I8=∞

I
!8
8

!8

)
l�,= (I1, . . . , I=). (8.3.7)

By shifting the bidifferential �, we can obtain a topological recursion for #��,= via Theorem 2.3.11 .

Proposition 8.3.5. Consider the spectral curve differing from (8.3.6 ) only for the choice of

��(I1, I2; @) =
1

2

3I13I2

(I1 − I2)2
+ 1

2

(
℘(D1 − D2; @) +

c2�2(@)
3

)
3D13D2, (8.3.8)
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8. Asymptotic counting and Masur–Veech volumes

where I: = exp(2ci D:), ℘(D; @) is the Weierstraß function for the elliptic curve C/(Z ⊕ gZ)
where @ = 42cig , and �2(@) is the second Eisenstein series

�2(@) = 1 − 24
∑
ℓ≥1

ℓ @ℓ

1 − @ℓ
. (8.3.9)

Then the associated topological recursion differentials l��,= (I; @) compute the number of square-
tiled surfaces: for any ! ∈ Z=+,

#��,= (!1, . . . , !=; @) = (−1)=
( =∏
8=1

Res
I8=∞

(
1 + @!8

2(1 − @!8 )

) −1 I!8
8

!8

)
l��,= (I1, . . . , I=; @). (8.3.10)

Proof. We first make some preliminary computations. First, the vector space V from The-
orem 2.3.11 can be identified with the space of meromorphic 1-forms q on P1 whose poles
are located at ±1 and such that q(I) + q(1/I) = 0. Moreover, we claim that the operator
O : Sym2V → CÈ@É from Theorem 2.3.11 can be realised as

O[s] =
∑
ℓ≥1

ℓ @ℓ

1 − @ℓ
Res
I1=∞

Res
I2=∞

Iℓ1I
ℓ
2

ℓ2
s(I1, I2).

Indeed, since elements ofV are odd under the involution I ↦→ 1/I, we can write

O[s] = −1
2

(
Res
I1=∞

Res
I2=0

$@

( I1
I2

)
s(I1, I2) + Res

I1=0
Res
I2=∞

$@

( I2
I1

)
s(I1, I2)

)
,

where $@ (I) =
∑
ℓ≥1

@ℓ Iℓ

ℓ (1−@ℓ ) ∈ C[I]È@É. Recall the expansion of the Weierstraß function when
D → 0, expressed in terms of the (2<)-th Eisenstein series;

℘(D; @) = 1

D2
+

∑
:≥1

2(2: + 1)�2:+2(@)D2: , �2<(@) = Z (2<) +
(2ci)2<
(2< − 1)!

∑
ℓ≥1

ℓ2<−1@ℓ

1 − @ℓ
.

From the identity
∑
:≥0 Z (2:)D2: = − cD2 cotan(cD), we deduce that∑

:≥0
2(2: + 1)Z (2: + 2) D2: = c2

sin2 cD
− 1

D2
.

Adding/subtracting the : = 0 term in the expansion of the Weierstraß function and computing
separately the contribution of the Riemann zeta values yields

℘(D; @) = c2

sin2 cD
− 2�2(@) +

∑
ℓ≥1

@ℓ

1 − @ℓ
∑
:≥0

2(2ci)2:+2ℓ2:+1
(2:)! D2:

=
c2

sin2 cD
− 2�2(@) + (2ci)2

∑
ℓ≥1

ℓ @ℓ (Iℓ + I−ℓ)
1 − @ℓ

where we have set I = 42ciD . Since �2(@) = 6
c2
�2(@), setting I: = 42ciD: yields(

℘(D1 − D2; @) +
c2

3
�2(@)

)
3D13D2 =

=

(
1

(I1 − I2)2
+ 1

I1I2

∑
ℓ≥1

ℓ @ℓ
(
(I1/I2)ℓ + (I2/I1)ℓ

)
1 − @ℓ

)
3I13I2

=

(
1

(I1 − I2)2
− Res
I′1=∞

Res
I′2=0

$@ (I′1/I′2) 3I13I′2
(I1 − I′1)2(I2 − I′2)2

− Res
I1=0

Res
I′2=∞

$@ (I′2/I′1) 3I′13I′2
(I1 − I′1)2(I2 − I′2)2

)
3I13I2.
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Hence, we find

�(I1, I2) −
1

2

(
Res
I1=∞

Res
I2=0

$@

(
I′1
I′2

)
�(I1, I′1)�(I2, I′2) + Res

I1=0
Res
I2=∞

$@

(
I′2
I′1

)
�(I1, I′1)�(I2, I′2)

)
=

1

2

3I13I2

(I1 − I2)2
+ 1

2

(
℘(D1 − D2; @) +

c2�2(@)
3

)
3D13D2,

which we took as definition for ��(I1, I2; @). This proves the above claim. We then apply
Theorem 2.3.11 , which expresses l��,= (I; @) as a sum over stable graphs, with vertex weights
given by l�({) ,=({) , the operator O acting on each edge, and the operator

P′[q] (I0) =
∑

U∈{−1,1}
Res
I=U

(∫ I

��(·, I0; @)
)
q(I), q ∈ V

acting on each leaf. Here we can chose an arbitrary primitive of ��(·, I0; @), and the final result
does not depend on this choice since it is not changing the residue. We also remark that this
expression should be considered an equality of @-series. It remains to compute the expansion
of l��,= near I8 →∞ – more precisely, one should expand as a @-series, and then expand each
term when I8 →∞. For q ∈ V, we find

− Res
I0=∞

I!0 P′[q] (I0) = −
∑

U∈{−1,1}
Res
I=U

Res
I0=∞

I!0

(∫ I

��(·, I0; @)
)
q(I)

= −
∑

U∈{−1,1}
Res
I=U

q(I) Res
I0=∞

I!0

(
1

I0 − I
+ 1

2

∑
ℓ≥1

@ℓ

1 − @ℓ
(
−Iℓ−10 I−ℓ + Iℓ I−(ℓ+1)0

) )
=

∑
U∈{−1,1}

Res
I=U

q(I) I!
(
1 + @!

2(1 − @!)

)
= −Res

I=∞
q(I) I!

(
1 + @!

2(1 − @!)

)
.

Recalling Equation (8.3.7 ), we deduce that

(−1)=
( =∏
8=1

Res
I8=∞

(
1 + @!8

2(1 − @!8 )

) −1 I!8
8

!8

)
l��,= (I1, . . . , I=; @)

coincides with the right-hand side of Equation (8.3.10 ) and this concludes the proof. �
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Chapter 9 — An intersection theoretic approach

In this chapter we present some results of Chen–Möller–Sauvaget [CMS+19 ] concerning the
Masur–Veech volumes of the moduli spaces of quadratic differentials in term of intersection
numbers on the moduli space of curve involving the Segre class B(E (2) ; D) = ∑3�−3+=

:=0
D: B: of the

quadratic Hodge bundle E (2) →M�,=:

〈B:0g:1 · · · g:=〉 =
∫
M�,=

B:0

=∏
8=1

k
:8
8
, :0 + :1 + · · · + := = 3� − 3 + =. (9.0.1)

We then show how topological recursion can compute such intersection numbers. In turn, we
find a new topological recursion for computing Masur–Veech volumes.

Theorem 9.A (Topological recursion for 〈B:0g:1 · · · g:=〉). The above intersection numbers are
computed by topological recursion on the spectral curve on P1 given by

G(I) = log(I) − I, ~(I) = I2, �(I1, I2) =
3I13I2

(I1 − I2)2
(9.0.2)

by expanding the correlators on the basis of differentials determined by \: (I) = ( I1−I
3
3I
): I

1−I :

l�,= (I1, · · · , I=) = 2−(2�−2+=)
∑

:0,...,:=≥0
:0+···+:==3�−3+=

〈B:0g:1 · · · g:=〉
=∏
8=1

3\:8 (I8), (9.0.3)

In particular, the Masur–Veech volumes of the principal strata of quadratic differentials are
computed as

+MV
�,= = (−1)3�−3+= 23−=c6�−6+2=

(6� − 7 + 2=)!

(
=∏
8=1

Res
I8=1

)
l�,= (I1, . . . , I=). (9.0.4)

The Segre class of the quadratic Hodge bundle is a specialisation of Chiodo’s class, namely
B(E (2) ) = �1,2

�,= (1=) in the notation of Section 2.2.2 . Indeed, we obtain the above spectral curve
by specialising the topological recursion for Chiodo’s class weighted by a degree parameter. This
result generalises the topological recursion of [LPSZ17 ] (where no degree parameter appears)
and the topological recursion of [CMS+19 , Appendix A] (where only Chiodo classes for A = 1

are considered).
To conclude, we show how the Chern class of the same quadratic Hodge bundle capture the
Euler characteristic of the moduli space of curves, and present an intersection-theoretic proof
of the Harer–Zagier formula [HZ86 ] via Hodge integrals.

Theorem 9.B (Harer–Zagier formula via Hodge integrals). The orbifold Euler characteristic of
M�,= is given by

j�,= =
∑
ℓ≥0

(−1)ℓ
ℓ!

∑
`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9 . (9.0.5)
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Moreover, the above linear combination of Hodge integrals is evaluated as

j�,= =


(−1)=−3(= − 3)! � = 0, = ≥ 3,

(−1)= (=−1)!12 � = 1, = ≥ 1,

(−1)= (2� − 3 + =)! �2�

2�(2�−2)! � ≥ 2, = ≥ 0.

(9.0.6)

9.0.1 — Relation with previous works and open questions

The strategy of Chen–Möller–Sauvaget [CMS+19 ] uses a good metric ℎ (in the sense of Mum-
ford) induced by the area function on the compactified strata, and prove that the corresponding
volume form aℎ coincide with the Masur–Veech volume form aMV. On the principal strata, the
top Segre class of the quadratic Hodge bundle corresponds to aℎ. A natural question would be
to generalise this argument to moduli spaces of higher differentials.

Question 9.C. Generalise the result of Chen–Möller–Sauvaget to (principal strata of) moduli
spaces of higher differentials.

It is interesting to notice that, as of now, there are twoways of computingMasur–Veech volumes
of the principal strata of quadratic differentials via topological recursion.

1. The first recursion [And+19 ; And+20 ], explained in the previous chapter, computes the
average number of multicurves (in the hyperbolic or combinatorial setting), i.e. the
polynomials

〈N�,=〉(!; C) or 〈N comb
�,= 〉(!; C). (9.0.7)

We then recover the Masur–Veech volumes as the coefficient of C6�−6+2=, corresponding
to the asymptotic number of multicurves [Mir08a ].

2. The second recursion [CMS+19 , Appendix A], explained in Section 9.2 , computes the
intersection of the Segre class of the quadratic Hodge bundle with k-classes. We then
recover the Masur–Veech volumes by taking a specific residue extracting the top Segre
class intersection.

A similar situation occurs for the Euler characteristic of the moduli space of curves.

1. The first recursion [Nor10 , Theorem2] computes the number of lattice points onMcomb
�,= (!),

i.e. the quasi-polynomials

#�,= (!) =
∑

G∈Mcomb,Z
�,= (!)

1

|Aut(G) | . (9.0.8)

Norbury recovers the Euler characteristic ofM�,= as the constant term of #�,= (!).

2. The second recursion, developed in Section 9.3 , computes the intersection of the Chern
class of the quadratic Hodge bundle with k-classes. We then recover the Euler character-
istic by taking a specific residue extracting the top Chern class intersection.
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9.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 9.1 we present the original work of Chen–Möller–Sauvaget, expressing Masur–
Veech volumes via intersection theory.

• In Section 9.2 we find the spectral curve computing Chiodo’s class intersection numbers
with a degree parameter. We then specialise it to recover the Segre class of the quadratic
Hodge bundle.

• To conclude, in Section 9.3 we compute the Euler character sic ofM�,= via the Chern
class of the quadratic Hodge bundle, expressing it in terms of Hodge classes, and we
prove the Harer–Zagier formula via intersection theory.

9.1 — Masur–Veech volumes and intersection theory

The new major contribution of Chen–Möller–Sauvaget is a conjectural expression for the
Masur–Veech volumes of the moduli space of quadratic differentials via intersection the-
ory, proved for the case of strata with odd zeros only (see also [CMSZ20 ] for analogous
results on the moduli space of holomorphic differentials). In order to talk about intersec-
tion numbers, a compactification of the moduli space is required. To this end, Bainbridge–
Chen–Gendron–Grushevsky–Möller [Bai+19 ] introduced a compactification PQ�(`, a) of the
projectivised strata of quadratic differentials, called the incidence variety compactification. Let
Z be the first Chern class of the universal line bundle O(1) on PQ�(`, a), and denote by Ψ`8

and Ψa 9 the pullbacks to the strata PQ�(`, a) under the map PQ�(`, a) → M�,A+B forgetting
the quadratic differential (here A = ℓ(`) and B = ℓ(a)).

Conjecture 9.1.1 ([CMS+19 , Conjecture 1.1]). TheMasur–Veech volumes of strata of quadratic
differentials are expressed as the following intersection numbers:

+MV
� (`, a) = 2A−B+3(2ci)2�−2+B

(2� − 3 + A + B)!

∫
PQ� (`,a)

Z2�+B−3Ψ`1 · · ·Ψ`A , (9.1.1)

where Ψ`1 , . . . ,Ψ`A are the classes associated to the A even order zeros.

Theorem 9.1.2 ([CMS+19 , Theorem 1.2]). Conjecture 9.1.1 holds for strata with odd zeros only
(i.e. ` = ∅):

+MV
� (a) = 23−B (2ci)2�−2+B

(2� − 3 + B)!

∫
PQ� (a)

Z2�+B−3. (9.1.2)

The above theorem has a particularly nice expression for the principal strata, which we recall
correspond to quadratic differentials with only simple zeros and simple poles: ` = ∅ and
a = (14�−4+=,−1=). In this case, the projectivisation of the quadratic Hodge bundle E (2) →M�,=

provides an alternative compactification for PQ�(14�−4+=,−1=), where the top self-intersection
of the Z-class corresponds to the top Segre class of the quadratic Hodge bundle E (2) . Here we
recall that the quadratic Hodge bundle corresponds to Chiodo’s construction (see Section 2.2.2 )
for A = 1, B = 2 and all 08 = 1. In other words, the fiber over a stable curve (�, G1, . . . , G=) is
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III. Enumeration of multicurves and quadratic differentials

given by the vector space �0(�, l⊗2
�
(G1 + · · · + G=)), hence parametrising quadratic differentials

with at worst simple poles at the marked points. In this case, Chiodo’s class coincide with the
Segre class, i.e. �1,2

�,= (1=) = B(E (2) ), since by degree reasons �1(�, l⊗2
�
(G1 + · · · + G=)) = 0, and

thus '•c∗L = E (2) .
Thanks to Chiodo’s formula for the Chern character of '•c∗L, we can express the Masur–Veech
volumes of the principal strata of quadratic differentials in terms of Hodge integrals:

〈_<g:1 · · · g:=〉 =
∫
M�,=

_< k
:1
1 · · ·k

:=
= . (9.1.3)

As in the previous section, denote by +MV
�,= the Masur–Veech volumes of the principal stratum

Q�(14�−4+=,−1=).

Theorem 9.1.3 ([CMS+19 , Theorem 1.3]). The Masur–Veech volumes of the principal strata of
quadratic differentials are expressed as the following linear combination of Hodge integrals:

+MV
�,= = (−1)3�−3+= 2

2�+1c6�−6+2=

(6� − 7 + 2=)!

∫
M�,=

B(E (2) )

= 22�+1+=c6�−6+2=
(4� − 4 + =)!
(6� − 7 + 2=)!

�∑
:=0

(
5� − 5 − :

2

)
=

〈_:g3�−3−:2 〉
(3� − 3 − :)! .

(9.1.4)

Here (G)= = G(G + 1) · · · (G + = − 1) denotes the Pochhammer symbol.

As a consequence of the above expression, Chen–Möller–Sauvaget were able to prove Con-
jecture 8.2.6 regarding the polynomial structure of Masur–Veech volumes for fixed genus and
varying number of poles (cf. [CMS+19 , Theorem 1.4]), and consequently the conditional
results 8.2.7 , 8.2.9 and 8.2.10 . In particular, they found a closed expression for the polynomials
appearing in Conjecture 8.2.6 and Conditional theorem 8.2.9 in terms of Hodge integrals.
It is worth mentioning that Kazarian [Kaz21 ] and Yang–Zagier–Zhang [YZZ20 ] independently
proved an effective recursion for the Masur–Veech volumes using techniques from integrable
systems, based on the above formula for +MV

�,= . This allowed them to conjecture the large genus
asymptotics of Masur–Veech volumes and Siegel–Veech constants, later proved by Aggarwal
[Agg20 ].

9.2 — Another topological recursion for Masur–Veech
volumes

In the previous section, we saw howMasur–Veech volumes are expressed in terms of intersection
theory of the Segre class of the quadratic Hodge bundle. In this section, we prove that their
intersection theory is computed by topological recursion on the spectral curve on P1 given by

G(I) = log(I) − I, ~(I) = I2, �(I1, I2) =
3I13I2

(I1 − I2)2
. (9.2.1)

Notice that the above spectral curve differ from the one in [CMS+19 ] by a minus sign in front
of the logarithm, and agrees with the analysis of [LPSZ17 ]. However, we emphasize that there
is no contradiction in this: the two spectral curves store the same intersection numbers, and
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the only difference is in the multidifferentials multiplying them. In order to give a complete
overview of this fact, we consider the more general case of the Chern polynomial of the derived
pushforward −'•c∗L on the moduli spaceMA ,B

�,0 of twisted spin curves (cf. Section 2.2.2 ), for
which we compute the associated spectral curve.

9.2.1 — Topological recursion for the Chiodo polynomials

Fix a positive integer A , and integers B, 01, . . . , 0= satisfying the modular constraint
=∑
8=1

08 ≡ B(2� − 2 + =) (mod A). (9.2.2)

Recall from Section 2.2.2 the definition of the moduli space1MA ,B

�,0 of twisted spin curves: it
parametrises stable curves (�, G1, . . . , G=, !) of genus � with = marked points and a line bundle
! → � satisfying !⊗A � l⊗B

log
(−∑

8 08G8). It has a universal curve and a universal line bundle

c : CA ,B�,0 →M
A ,B

�,0, L → CA ,B�,0, (9.2.3)

and it comes with a forgetful map n : MA ,B

�,0 →M�,=.

Definition 9.2.1. Define the Chiodo polynomial as

�A ,B�,= (01, . . . , 0=; g) = n∗2(−'•c∗L; g) ∈ �•(M�,=) [g], (9.2.4)

where

2(−�•; g) = exp

(∑
3≥1
(−g)3 (3 − 1)!ch3 (�•)

)
. (9.2.5)

Here '•c∗L is the derived pushforward of L, and 2( · ; g) is its Chern polynomial.

The aim of this section is to prove, thorough the Eynard–DOSS correspondence, that the
intersection theory of the Chiodo polynomial �A ,B�,= (0; g) is computed by the spectral curve on
P1 given by

G(I) = C log(I) − IA , ~(I) = IB, �(I1, I2) =
3I13I2

(I1 − I2)2
(9.2.6)

for C = g−1 ∈ C×. These computations generalises those in [SSZ15 ; LPSZ17 ], where only C = 1

was considered, and those in [CMS+19 , Appendix A], where only A = 1 was considered.
We first choose an arbitrary determination of the logarithm whose branchcut is away from the
ramification points, and we point out that the choice will not affect our discussion. The same
holds for choices of an A-th root and a square-root of C. The ramification points of the spectral
curve are given by

08 = �
8
( C
A

) 1
A

, where � = 4
2ci
A , 8 = 0, 1, . . . , A − 1, (9.2.7)

Let us choose 2[:] = i√
2A

for all : = 0, . . . , A − 1 and 2 =
√
C

B
( C
A
)− BA −1, so that we have local

coordinates

G(I) = −
Z2
8
(I)
2A
+ G(08). (9.2.8)

1Contrary to Section 2.2.2 , here we use the notation B instead of : to avoid confusion with indices.
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We choose the following local expansion for I in the local coordinate Z8 :

I = 08 +
08√
CA
Z8 (I) +$

(
Z28 (I)

)
, (9.2.9)

which in turn determines the local expansion of ~ as

~(I) = 0B8 +
B0B
8√
CA
Z8 (I) +$

(
Z28 (I)

)
. (9.2.10)

With this choice,Δ8 = B0B
8

A
√
C
and C8 = � 8B

CA
in the notations of Section 2.3.1 . Moreover, the underlying

topological field theory on + = C 〈40, . . . , 4A−1〉 is given by

[(48 , 4 9) = X8, 9 , 1 =

A−1∑
8=0

�8B

CA
48 , s�,= (481 ⊗ · · · ⊗ 48=) = X81,...,8=

( �8B
CA

) −(2�−2+=)
. (9.2.11)

Let us compute now the other ingredients for the Eynard–DOSS formula. In the following
lemma, the translation is expressed in terms of the associated )̂ (cf. Equation (2.3.30 )).

Lemma 9.2.2. For C ∉ R−, the auxiliary functions, '-matrix and translation associated to the
spectral curve (9.2.6 ) are given by

b8 (I) = 08√
CA

1

08 − I
, (9.2.12)

'−1(D) 9
8
=

1

A

A−1∑
:=0

�: ( 9−8) exp

(
−
∞∑
<=1

�<+1( :A )
<(< + 1)C< (−D)

<

)
, (9.2.13)

)̂ 8 (D) =
∞∑
<=1

�<+1( BA )
<(< + 1)C< (−D)

<, (9.2.14)

for 8, 9 = 0, . . . , A − 1.

Proof. For the auxiliary functions, we simply have

b8 (I) =
∫ I �(Z8 (|), ·)

3Z8 (|)

����
|=08

=
08√
CA

∫ I 3I

(08 − I)2
=
08√
CA

1

08 − I
.

For the '-matrix, inserting the expression for b8 in the definition of ' and integrating by parts,
we get

'−1(D) 9
8
= −

√
D

2c

∫
R

3b8 (Z 9)4−
1
2D Z

2
9

= −1
A

1
√
2cCD

∫
R

1

1 − I (Z 9 )
08

4
− 1

2D Z
2
9 Z 9 3Z 9 .

We perform now the change of variable Z 9 ↦→ | determined by I = � 9 ( |
A
) 1A , so that

−
Z2
9

2A
= G − G(0 9) =

|

A
− |
A
+ C
A
log

(|
C

)
,
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0

��

Figure 9.1: The Hankel contour.

and differentiating both sides we get Z3Z = (1 − |
C
)3|. Note also that | runs along the Hankel

contour �H when Z 9 runs from −∞ to +∞ (see Figure 9.1 for a representation of the Hankel
contour). As a consequence,

'−1(D) 9
8
= −1

A

1
√
2cCD

∫
�H

1

1 − � 9−8 ( |
C
) 1A
4

1
D
(|−|+C log( |

C
))
(
1 − |

C

)
3|

=
4
C
D

A

1
√
2cCD

∫
�H

(|
C

) C
D
−1 1 − |

C

1 − � 9−8 ( |
C
) 1A
4−

|
D 3|.

On the other hand, we have the geometric progression formula

1 − |
C

1 − � 9−8 ( |
C
) 1A

=

A−1∑
:=0

�: ( 9−8)
(|
C

) :
A

and the integral expression for the reciprocal of the Gamma function, together with its asymp-
totic expansion as {→ 0 (valid for | arg(−{−1) | < c) involving Bernoulli polynomials:

4
1
{

√
2c
(−{) 1{ +0+ 12
Γ(0 − {−1) = 4

1
{

√
{

2c

∫
�H

({|) 1{ −04−| 3| ∼ exp

( ∞∑
<=1

�<+1(0)
<(< + 1) {

<

)
. (9.2.15)

Thus, for C ∉ R− we get

'−1(D) 9
8
=
4
C
D

A

1
√
2cCD

A−1∑
:=0

�: ( 9−8)
∫
�H

(|
C

) C
D
−1+ :

A

4−
|
D 3|

=
4
C
D

A

√
D

2cC

A−1∑
:=0

�: ( 9−8)
∫
�H

(D
C
|

) C
D
−1+ :

A

4−|3| rescaling | ↦→ D|

∼ 1

A

A−1∑
:=0

�: ( 9−8) exp

( ∞∑
<=1

�<+1(1 − :
A
)

<(< + 1)

(D
C

)<)
.

We conclude using the property of Bernoulli polynomials �<+1(1 − 0) = (−1)<+1�<+1(0). For
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the translation: performing the change of variable Z 9 ↦→ |, we find

exp
(
−)̂ 8 (D)

)
=

A

B0B
8

√
C

2cD

∫
R

3~(Z8) 4−
Z2
8
2D

=
A

B0B
8

√
C

2cD

∫
R

BIB−1(Z8) 4−
Z2
8
2D
3I(Z8)
3Z8

3Z8

=
4
C
D

√
2cCD

∫
�H

(|
C

) C
D
−1+ B

A

4−
|
D 3|

= 4
C
D

√
D

2cC

∫
�H

(D
C
|

) C
D
−1+ B

A

4−|3| rescaling | ↦→ D|

∼ exp

( ∞∑
<=1

�<+1(1 − B
A
)

<(< + 1)

(D
C

)<)
.

We conclude again using the aforementioned property of Bernoulli polynomials. �

Notice that the computations for the '-matrix and the translation required the technical as-
sumption C ∉ R−, that we used in order to apply the asymptotic expansion of the Gamma
function. We can work around it thanks to the following polynomiality result. As we need to
stress the dependence on C, we momentarily denote by l�,= (I1, . . . , I=; C) the multidifferentials
associated to the spectral curve (9.2.6 ), by G(I; C) = C log(I) − IA , and by 3b:,8 (I; C) the differential
forms given by

3b:,8 (I; C) = 3
( ( I

C − AIA
3

3I

) :
b8 (I; C)

)
, b8 (I; C) = �8

√
CA

( C
A

) 1
A 1

�8 ( C
A
) 1A − I

. (9.2.16)

We also set � = N × {0, . . . , A − 1}.

Lemma 9.2.3. Consider the expansion of the correlators l�,= (I; C) in the basis of differentials
3bU:

l�,= (I1, . . . , I=; C) =
∑

U1,...,U=∈�
��;U1,...,U= (C)

=∏
8=1

3bU8 (I8; C). (9.2.17)

Then, denoting by C3 [g] the space of polynomials with complex coefficients in the variable g of
degree ≤ 3, we have

��;U1,...,U= (C) ∈ (−C)−(
B
A
− 1

2 ) (2�−2+=)C3�−3+= [C−1] . (9.2.18)

Proof. We first claim that

l�,= (I1, . . . , I=; C) = (−C)−(
B
A
+1) (2�−2+=)l�,=

(
(−C)− 1

A I1, . . . , (−C)−
1
A I=;−1

)
.

Indeed, one can simply check that G(I; C) = (−C)G
(
(−C)− 1

A I;−1
)
+ 2 and ~(I) = (−C) BA

(
(−C)− 1

A I
) B

for some 2 independent of I, so that

l0,1(I; C) = (−C)
B
A
+1l0,1

(
(−C)− 1

A I;−1
)
,

l0,2(I1, I2; C) = l0,2

(
(−C)− 1

A I1, (−C)−
1
A I2;−1

)
.

Thanks to the homogeneity property of topological recursion (see Theorem 2.3.6 ), we obtain
the claim. Notice that the claim holds for = = 0 too (cf. Definition 2.3.7 ).
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On the other hand, by induction on : one can check that

3b:,8 (I; C) = (−C)−:− 1
2 3b:,8

(
(−C)− 1

A I;−1
)
.

We deduce that, denoting U 9 = (: 9 , 8 9),

��;U1,...,U= (C) = (−C)−(
B
A
+1) (2�−2+=)+∑=8=1 (:8+ 12 )��;U1,...,U= (−1)

= (−C)−( BA − 1
2 ) (2�−2+=)+

∑=
8=1 :8−(3�−3+=)��;U1,...,U= (−1).

Since
∑
8 :8 ≤ 3� − 3 + =, we have the thesis. �

Corollary 9.2.4. The '-matrix and translation formulae of Lemma 9.2.2 hold for C ∈ C×.

Proof. In the notation of the previous lemma, we have that for C ∉ R−:

��;U1,...,U= (C) =
(√
C

B

( C
A

) − B
A
−1

) 2�−2+= ∫
M�,=

Ω�,= (481 ⊗ · · · ⊗ 48= ; C)
=∏
9=1

k
: 9

9
,

whereU 9 = (: 9 , 8 9) andΩ�,= = ')s�,= is theCohFTobtained from the data of Equations (9.2.11 ),
(9.2.13 ) and (9.2.14 ). The CohFT is a polynomial in C−1, so that the right-hand side is a polyno-
mial in C−1 up to the prefactor (

√
C

B
( C
A
)− BA −1)2�−2+=. Thus, the equality holds for C ∈ C×. �

Consider now the change of basis on the vector space underlying the cohomological field theory,
from (40, . . . , 4A−1) to ({1, . . . , {A ):

{0 =

A−1∑
8=0

�08

CA
48 , 48 = C

A∑
0=1

�−08{0 . (9.2.19)

In the following lemma, the indices of the Kronecker deltas are taken modulo A .

Lemma 9.2.5. In the basis ({1, . . . , {A ), the following holds.

• The underlying topological field theory is given by

[({0, {1) =
1

C2A
X0+1, s�,= ({01 ⊗ · · · ⊗ {0=) = (CA)2�−2AX01+···+0=−B (2�−2+=) . (9.2.20)

Moreover, the unit is given by {B.

• The '-matrix and translation are given by

'−1(D) = exp

(
−
∞∑
<=1

diagA0=1
(
�<+1( 0A )

)
<(< + 1)C< (−D)<

)
, (9.2.21)

) (D) = D
(
1 − exp

(
−
∞∑
<=1

�<+1( BA )
<(< + 1)C< (−D)

<

) )
{B . (9.2.22)

• The auxiliary functions \0 = C
∑A−1
8=0 �

−08b8 are given by

\0 (I) =
√
C

( A
C

) 1− 0
A
∞∑
<=0

( A<+A−0
C
)<

<!
4 (A<+A−0)G (I) . (9.2.23)
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Proof. The pairing is given by a simple computation:

[({0, {1) =
1

(CA)2
A−1∑
8, 9=0

�08+1 9[(48 , 4 9) =
1

(CA)2
A−1∑
8=0

� (0+1)8 =
1

C2A
X0+1 .

Similarly for the TFT, the '-matrix elements, and the translation. To conclude, let us compute
the basis of auxiliary functions after the change of variable.

\0 (I) = C
A−1∑
8=0

�−08b8 (I) =
√
C

1 − A
C
IA

A−1∑
8,:=1

�−(0+:)8

A

( A
C

) :
A

I: =
√
C

( A
C

) 1− 0
A IA−0

1 − A
C
IA
.

On the other hand, we can express I in terms of G through the Lambert,-function:

I =

(
− C
A
,

(
−A
C
4
A
C
G
) ) 1

A

.

In particular, one can compute 3IU

3G
= U

C
IU

1− A
C
IA
, so that setting U = A − 0 we find

\0 =
√
C

( A
C

) 1− 0
A C

A − 0
3IA−0

3G
=
C
√
C

A − 0
3

3G

(
−,

(
−A
C
4
A
C
G
) ) 1− 0A

.

We can now use the expansion of the Lambert function (see [Cor+96 , Equation (2.36)] as a
reference) (

, (−C)
−C

) U
=

∞∑
<=0

U(< + U)<−1
<!

C< (9.2.24)

to finally get

\0 =
√
C
C

A

3

3G

∞∑
<=0

(< + 1 − 0
A
)<−1

<!

( A
C
4
A
C
G
)<+1− 0

A

=
√
C

( A
C

) 1− 0
A
∞∑
<=0

( A<+A−0
C
)<

<!
4 (A<+A−0)G .

�

Theorem 9.2.6. For every C ∈ C×, the CohFT Ω�,= = ')s�,= coincides with the Chiodo
polynomial:

Ω�,= ({01 ⊗ · · · {0=) = C2�−2�A ,B�,= (01, . . . , 0=; C−1). (9.2.25)

Moreover, the correlators l�,= are expressed as

l�,= (I1, . . . , I=) =

= C3�−2+=
( A
CB

) 2�−2+= ∑
`1,...,`=≥1

( A
C

) 1 ( =∏
8=1

( `8
A
) [`8 ]

[`8]!
4`8 G (I8)

) ∫
M�,=

�
A ,B
�,= (〈`〉 ; C−1)∏=
8=1(1 −

`8
A
k8)

,
(9.2.26)

where 1 =
(2�−2+=)B+|` |

A
and the integers [`8], 〈`8〉 are uniquely determined by `8 = [`8]A+A−〈`8〉

for 1 ≤ 〈`8〉 ≤ A.
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Proof. From Lemma 9.2.5 and the definition of '-matrix and translation action, we get the
following formula for Ω�,=:∑

Γ∈G�,=

∑
|∈, A,B

Γ
(0)

1

|Aut(Γ) | bΓ,∗
∏
{∈+Γ
(CA)2�({)−2A · exp

(∑
<≥1

(−1)<�<+1( BA )
<(< + 1)C< ^<({)

)

×
∏
4∈�Γ

4=(ℎ,ℎ′)

(C2A) ·
1 − exp

(
−∑

<≥1
(−1)<�<+1 ( | (ℎ)A )

<(<+1)C<
(
(kℎ)< − (−kℎ′)<

) )
kℎ + kℎ′

×
∏
_8 ∈ΛΓ

exp

(
−

∑
<≥1

(−1)<�<+1( 08A )
<(< + 1)C< k<_8

)
.

if
∑=
8=1 08 ≡ (2� − 2 + =)B (mod A), and zero otherwise. Here,A ,B

Γ
(0) is the set of B-weightings

modulo A are simply keeping track of the Kronecker deltas in the TFT and the '-matrix (see
[JPPZ17 , Subsection 1.3] for more details). Collecting the powers of A , we get the exponent

|�Γ | +
∑
{∈+Γ
(2�({) − 1) = 2� − 1 − ℎ1(Γ),

and collecting the powers of C, we find the exponent

2|�Γ | +
∑
{∈+Γ
(2�({) − 2) = 2� − 2.

Comparing it to Chiodo’s formula for the Chern character of '•c∗L, we see that the resulting
sum over stable graphs coincides with pushforward of the Chern polynomial 2('•c∗L; g), with
g = C−1 and up to the global factor C2�−2.
For the second part of the theorem, we apply the Eynard–DOSS correspondence of Theo-
rem 2.3.12 to get

l�,= (I1, . . . , I=) =

=

(√
C

B

( C
A

) − B
A
−1) 2�−2+= A∑

01,...,0==1

∫
M�,=

Ω�,= ({01 ⊗ · · · ⊗ {0=)
=∏
8=1

∑
:8≥0

k
:8
8
3\:8 ,08 (I8).

Taking into account that

\:,0 (I) =
(
1

A

3

3G

) :
\0 (I) =

√
C

( A
C

) 1− 0
A
−: ∞∑

<=0

( A<+A−0
C
)<+:

<!
4 (A<+A−0)G (I) ,

setting `8 = A<8 + A − 08, and converting the double sum over (<8 , 08) into a unique sum over
`8, we find the thesis (see [LPSZ17 ] for more details on a similar computation). Notice that
1 =

(2�−2+=)B+|` |
A

is an integer, thanks to the modular constraint in the definition of the moduli
space of twisted spin curves. �

9.2.2 — Specialisation to the Segre class of the quadratic Hodge bundle

Let us consider the moduli space of quadratic differentials. The previous theorem specialised to
A = 1 and B = 2 gives the following result.
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Theorem 9.2.7. Consider the intersection numbers

〈B:0g:1 · · · g:=〉 =
∫
M�,=

B:0

=∏
8=1

k
:8
8
, :0 + · · · + := = 3� − 3 + =, (9.2.27)

where B(E (2) ) = 1+ B1 + · · · B3�−3+= is the homogeneous decomposition with respect to the complex
degree. They are computed by topological recursion on the spectral curve (9.2.1 ) as

l�,= (I1, · · · , I=) = 2−(2�−2+=)
∑

:0,...,:=≥0
:0+···+:==3�−3+=

〈B:0g:1 · · · g:=〉
=∏
8=1

3\:8 (I8), (9.2.28)

where \: (I) = ( I1−I
3
3I
): I

1−I . In particular, the Masur–Veech volumes of the principal strata of
quadratic differentials are computed as

+MV
�,= = (−1)3�−3+= 23−=c6�−6+2=

(6� − 7 + 2=)!

(
=∏
8=1

Res
I8=1

)
l�,= (I1, . . . , I=). (9.2.29)

9.3 — The Euler characteristic of the moduli space of curve

In this last section, we show an application of Chiodo’s formula to compute the Euler char-
acteristic of the moduli space of curves. Although it has nothing to do with the enumeration
of multicurves, it uses the Chern class of the quadratic Hodge bundle E (2) (as opposed to the
Segre class for Masur–Veech volumes).
Firstly, let us recall a generalised Gauss–Bonnet formula, expressing the orbifold Euler charac-
teristic of certain open orbifolds as integrals of the Chern class of the logarithmic cotangent
bundle. A proof of the formula can be found in [CMZ20 ], and we refer to it for the precise
definitions.

Proposition 9.3.1. Let " be a compact smooth <-dimensional orbifold and � ⊂ " be a
normal crossing divisor. Set " = " \ �. Then the orbifold Euler characteristic of " can be
computed as

j(") = (−1)<
∫
"

2<
(
Ω1

"
(log �)

)
, (9.3.1)

where 2<(Ω1

"
(log �)) is the top Chern class of the logarithmic cotangent bundle.

Let us apply the above proposition to compute the Euler characteristic j�,= of the (open)
moduli space of curvesM�,= =M�,= \ mM�,=. The logarithmic cotangent bundle ofM�,= is
the quadratic Hodge bundle E (2) . On the other hand, consider Chiodo’s class with parameter
A = 1, B = −1 and 01 = · · · = 0= = 0. It is the Chern class of the (a priori virtual) bundle over
M�,=, whose fiber over a curve (�, G1, . . . , G=) is

�1(�, !) − �0(�, !), ! � (l�,log)−1. (9.3.2)

By degree considerations, �0(�, !) = 0, while by Serre duality �1(�, !) � �0
(
�, l⊗2

�
(∑8G8)

) ∨.
Thus, we find that

j�,= =

∫
M�,=

�1,−1
�,= (0=). (9.3.3)
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Specialising Chiodo’s formula, we get �1,−1
�,= (0=) = Λ(−1) exp(−∑

<≥1
1
<
^<). This is a simple

consequence of the identity �<(−1) = �< + (−1)<<, together with Mumford’s formula for
Hodge classes (cf. Equation (2.2.26 ) for the Hodge class and Proposition 2.2.19 for Chiodo’s
class). We can convert the evaluation of the above class into a combination of simple Hodge
integrals:

j�,= =

∫
M�,=

Λ(−1) exp
(
−

∑
<≥1

1

<
^<

)
=

∫
M�,=

Λ(−1) +
∑
ℓ≥1

(−1)ℓ
ℓ!

∑
`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9 .

(9.3.4)

Notice that the sum over ℓ terminates at ℓ = 3� − 3 + =, and the sum over `’s is also finite.
Moreover, the summand corresponding to ℓ = 0 vanishes for degree reasons, unless (�, =) = (0, 3)
or (1, 1). In these cases,∫

M0,3

Λ(−1) =
∫
M0,3

1 = 1,

∫
M1,1

Λ(−1) = −
∫
M1,1

_1 = −
1

24
. (9.3.5)

Thus, we find the following intersection-theoretic expression for the Euler characteristic of the
moduli space.

Proposition 9.3.2. The orbifold Euler characteristic ofM�,= is given by

j�,= = X�,0X=,3 −
1

24
X�,1X=,1 +

∑
ℓ≥1

(−1)ℓ
ℓ!

∑
`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9 . (9.3.6)

Thanks to the above intersection-theoretic expression of the Euler characteristic, together
with an explicit formula for Hodge integrals due to Dubrovin–Yang–Zagier (see [DYZ17 ,
Section 1.3]), we are able to give a new proof of the Harer–Zagier formula [HZ86 ].

Theorem 9.3.3 (Harer–Zagier formula). The orbifold Euler characteristic ofM�,= is given by

j�,= =


(−1)=−3(= − 3)! � = 0, = ≥ 3,

(−1)= (=−1)!12 � = 1, = ≥ 1,

(−1)= (2� − 3 + =)! �2�

2�(2�−2)! � ≥ 2, = ≥ 0.

(9.3.7)

Proof. We first write the Euler characteristic as

j�,= =
∑
ℓ≥0

(−1)ℓ
ℓ!

<�,=,ℓ , <�,=,ℓ =
∑

`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9 ,

with the convention that <�,=,0 = X�,0X=,3 − 1
24X�,1X=,1.

Claim 1. For every (�, =, ℓ) such that 2� − 2 + = > 0 and ℓ ≥ 1, we claim that

<�,=+1,ℓ = ℓ
(
<�,=,ℓ + (2� − 2 + = + ℓ − 1)<�,=,ℓ−1

)
.
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Such relation is a consequence of the string and dilaton equations for Hodge integrals [GJV01 ,
Equations (8) and (10)]: applying the string equation, we find

<�,=+1,ℓ =
∑

`1,...,`ℓ ≥1

∫
M�,=+ℓ+1

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9

=

ℓ∑
8=1

∑
`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)k`8
=+8

∏
9≠8

k
` 9+1
=+ 9

= ℓ
∑

`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9 +

ℓ∑
8=1

∑
`1,...,̂̀8 ,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)k=+8
∏
9≠8

k
` 9+1
=+ 9 .

Notice that, for ℓ = 1, the last factor vanishes by degree reasons, unless (�, =) = (0, 3) or (1, 1).
In such cases, we find∫

M0,4

Λ(−1)k4 =

∫
M0,3

Λ(−1) = 1,

∫
M1,2

Λ(−1)k2 =

∫
M1,1

Λ(−1) = − 1

24
.

Thus, we have

<�,=+1,1 = <�,=,1 + X�,0X=,3 −
1

24
X�,1X=,1 = <�,=,1 + (2� − 2 + =)<�,=,0

with the above convention for <�,=,0. For ℓ > 1, we can safely use the dilaton equation in the
second factor:

<�,=+1,ℓ = ℓ
∑

`1,...,`ℓ ≥1

∫
M�,=+ℓ

Λ(−1)
ℓ∏
9=1

k
` 9+1
=+ 9

+ ℓ(2� − 2 + = + ℓ − 1)
∑

`1,...,`ℓ−1≥1

∫
M�,=+ℓ−1

Λ(−1)
ℓ−1∏
9=1

k
` 9+1
=+ 9

= ℓ

(
<�,=,ℓ + (2� − 2 + = + ℓ − 1)<�,=,ℓ−1

)
.

This proves the first claim.
Claim 2. The Euler characteristic satisfies j�,=+1 = −(2� − 2 + =)j�,=. Indeed, Claim 1 implies

j�,=+1 =
∑
ℓ≥1

(−1)ℓ
ℓ!

<�,=+1,ℓ =
∑
ℓ≥1

(−1)ℓ
ℓ!

ℓ

(
<�,=,ℓ + (2� − 2 + = + ℓ − 1)<�,=,ℓ−1

)
.

Relabelling the index in the second sum, we obtain

j�,=+1 =
∑
ℓ≥1

(−1)ℓ
ℓ!

(
ℓ <�,=,ℓ − (2� − 2 + = + ℓ)<�,=,ℓ

)
= −(2� − 2 + =)j�,=.

Claim 3. The Harer–Zagier relation holds true. Indeed, as a consequence of Claim 2, we just
have to compute j0,3, j1,1 and j�,0 for � ≥ 2. Clearly, j0,3 = 1, so that j0,= = (−1)=−3(= − 3)!.
In genus one we compute

j1,1 = −
1

24
−

∫
M1,2

Λ(−1)k2
2 = − 1

12
.
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Thus, the relation j1,= = (−1)= (=−1)!12 . Finally, in genus � ≥ 2, we can use the explicit formula of
[DYZ17 , Section 1.3], namely∑

ℓ≥1

1

ℓ!

∑
`1,...,`ℓ ≥1

∫
M�,ℓ

Λ(−1)
ℓ∏
8=1

k
`8+1
8

=
�2�

2�(2� − 2) .

As the left-hand side equals j�,0 by Proposition 9.3.2 , we have the thesis. �

Thanks to the above expression of the Euler characteristic of the moduli space of curve as
Chiodo integrals, we find a new spectral curve computing the Euler characteristic of the moduli
space of curves by specialising Theorem 9.2.6 .

Proposition 9.3.4. The topological recursion applied to the spectral curve on P1 given by

G(I) = log(I) − I, ~(I) = I−1, �(I1, I2) =
3I13I2

(I1 − I2)2
, (9.3.8)

computes the Euler characteristic of the moduli space of curves as

j�,= = (−1)=
(
=∏
8=1

Res
I8=1
(I8 − 1)

)
l�,= (I1, . . . , I=). (9.3.9)

Remark 9.3.5. We remark that a compact way to restate the Harer–Zagier formula is via a
generating series

- (ℏ) =
∑

�≥0, =>0
2�−2+=>0

j�,=
ℏ2�−2+=

=!
. (9.3.10)

Then - (C) is the asymptotic expansion as ℏ→ 0 of the function

- (ℏ) ∼ log

(√
ℏ

2c
ℏℏ
−1
4ℏ
−1
Γ(1 + ℏ−1)

)
. (9.3.11)

See for instance [Pen88 ; Kon92 ].
From the works of Norbury [Nor10 ; Nor13 ], it is known that another spectral curve on P1

computes the Euler characteristic of the moduli space of curves:

G(I) = I + 1

I
, ~(I) = I, �(I1, I2) =

3I13I2

(I1 − I2)2
. (9.3.12)

The computation of the Euler characteristics is somehow indirect, though. Indeed, the above
spectral curve computes the number of lattice points on the combinatorial moduli space, and it
capture the Euler characteristic of the moduli space as a residue at∞. On the other hand, the
spectral curve from the theorem above computes the intersection of the Chern class of the log
tangent bundle to the moduli space and k-classes, so that the Euler characteristic is given by
the top intersection numbers.
As noted in the introduction, a similar situation occurs for Masur–Veech volumes: the spectral
curves counting multicurves of bounded hyperbolic and combinatorial length somehow capture
the Masur–Veech volumes, while the spectral curve (9.2.1 ) computes the intersection of the
Segre class of a compactification of the principal stratum of the moduli space of quadratic
differentials with k-classes, so that the Masur–Veech volumes is given by the top intersection
numbers.
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Part IV

Spin Hurwitz theory





Chapter 10 — Preliminaries on spin Hurwitz
numbers

As explained in Section 2.6 , double and single Hurwitz numbers with completed cycles, enu-
merating branched covers of P1 satisfying given conditions on their ramifications, enjoy many
interesting properties and connections with different areas of mathematics.

1. Through the monodromy representation, they count certain decompositions of the
identity in the symmetric group and can be computed via Burnside’s character formula.

2. They can be expressed as vacuum expectation values on Fock space, from which one can
deduce (among other things):

2.i. connections with the KP and 23 Toda hierarchies, as well as a cut-and-join equation,
2.ii. chamber polynomiality and wall-crossing formulae for Hurwitz numbers as func-

tions of partitions specifying the ramification profiles over 0 and∞ on P1.

3. They are computed via topological recursion.

4. Through ELSV-type formulae, they are expressed as intersection numbers onM�,=.

5. They compute the stationary sector of the Gromov–Witten theory ofP1 via the celebrated
Gromov–Witten/Hurwitz (GW/H) correspondence.

In this last part of the dissertation, we consider a type of Hurwitz numbers called spin Hurwitz
numbers, introduced by Eskin–Okounkov–Pandharipande in [EOP08 ]. The defining feature of
these numbers is the presence of a spin structure (or theta characteristic) on the source, and the
count is weighted by the parity of this theta characteristic. For these type of Hurwitz numbers,
some of the above properties are already known.

1. Through the monodromy representation, they count decompositions of the identity in
the Sergeev group and can be computed via Gunningham’s character formula [Gun16 ].

2. They can be expressed as certain vacuum expectation values on the neutral Fock space of
[DKM81 ; DJKM82 ].

The aim of this chapter is to recall the above facts, and in particular give a precise definition of
spin completed cycles, already appearing in some form in [MMN20 ] (cf. Definition 2.6.6 for the
non-spin version) and their connection with the neutral Fock space. It contains almost no new
results, but it collects sparse literature in a way that facilitates the development of Chapters 11 

and 12 , where we are going to show the following results.

2’. Introduce a spin version of the Okounkov–Pandharipande operators, to deduce:

2.i. a generating series expression for the spin cut-and-join operators (the connections
with the BKP hierarchy of the Kyoto school and existence of a spin cut-and-join
equation was already known from [Lee19 ; MMN20 ; MMNO20 ]).
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2.ii. chamber polynomiality and wall-crossing formulae for spin Hurwitz as functions
of partitions specifying the ramification profiles over 0 and∞ on P1.

3. Conjecture a spectral curve computing spin Hurwitz numbers via topological recursion,
now proved by Alexandrov–Shadrin [AS21 ].

4. Prove that the conjectural spectral curve is equivalent to an ELSV-type formula involving
Chiodo classes and Witten 2-spin class.

10.0.1 — Relation with other works and open questions

As already mentioned, spin Hurwitz covers were introduced in [EOP08 ]. The main motivation
was the connection with the Masur–Veech volumes of the corresponding strata of holomorphic
differentials [EO01 ; KZ03 ]. The completed cycle version of these numbers were indirectly
considered in [MMN20 ], and we give here a definition that is parallel to the non-spin version.
Another important feature of spin Hurwitz numbers is the conjectural connection with the
Gromov–Witten theory of Kähler surfaces [LP07 ; MP08 ]. More precisely, let - be a Kähler
surface with a smooth canonical divisor �, so that each component of (�, #) is a spin curve.
Under certain assumptions, the Gromov–Witten invariants of - can be expressed in terms of
“local” Gromov–Witten invariants of the (irreducible components of the) spin curve (�, #):

GW�,= (-, V) =
∑
8

GWloc
�,= (�8 , #8 , V8), (10.0.1)

We remark, however, that an explicit algebraic construction of a Gromov–Witten theory of spin
curves does not exist yet. On the other hand, such Gromov–Witten theory of spin curves is
conjecturally related to spinHurwitz numbers via a spin analogue of theGW/H correspondence.
Base cases of this correspondence have been proved for degree 1 and 2, and conjectured for
3 ≥ 3 [LP13 ].

GW theory of
Kähler surfaces

GW theory of
spin curves

Spin Hurwitz
theory

GW/H
?

Question 10.A. Properly formulate a Gromov–Witten theory of spin curves, and prove the
spin Gromov–Witten correspondence.

An easier version of the above question is to formulate a Gromov–Witten theory of (P1,O(−1)).
As the original ELSV formula represents a key ingredient of Okounkov–Pandharipande’s
approach to the GW/H correspondence on P1, we hope that the result of Chapter 12 would
contribute towards a spin version of this correspondence.

10.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 10.1 we review the theory of spin-symmetric groups, and their relations with
the Sergeev algebra and strict/odd partitions.

• In Section 10.2 we recall some basic facts about neutral fermion formalism, and explain
its connection with supersymmetric functions and the BKP hierarchy.
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• To conclude, in Section 10.3 we review the definition of spin Hurwitz numbers, recall
Gunningham’s character formula, and define spin Hurwitz numbers with completed
cycles.

10.1 — Spin representations

In order to fix the notation, consider the following presentation of the symmetric group:

S3 =
〈
f1, . . . , f3−1

��f2
8 = 1, (f8f8+1)3 = 1, (f8f9)2 = 1 for

�� 8 − 9 ��> 1
〉
. (10.1.1)

Definition 10.1.1. The spin-symmetric group of order 3 is the (unique) non-trivial central
extension of S3 :

1→ Z/2Z→ S̃3 → S3 → 1. (10.1.2)

Explicitly, it can be presented as follows:

S̃3 =
〈
B1, . . . , B3−1, n

�� n2 = 1, B28 = n, (B8B8+1)3 = n, (B8B 9)2 = n for
�� 8 − 9 ��> 1

〉
, (10.1.3)

and the map S̃3 → S3 is given by B8 ↦→ f8, n ↦→ 1. It has a natural Z/2Z grading given by
deg(n) = 0 and deg(B8) = 1. The representations of S̃3 that do not factor through S3 are called
spin representations.

Lemma 10.1.2. Spin representations are exactly the representations of the twisted group algebra

S3 = C[S̃3]/(n + 1), (10.1.4)

where n is the added central element. It inherits a Z/2Z grading, and hence is a superalgebra.

For many explicit computations, it is easier not to work with the twisted symmetric group
algebra, but with the Sergeev algebra, which we now introduce.

Definition 10.1.3. Let � be a set of 23 elements and ] a fixed-point free involution on �. We
define the hyperoctahedral group ℌ3 of order 3 to be the centraliser in S23 of ]. The Sergeev
group of order 3 is the (unique) non-trivial central extension of ℌ3 :

1→ Z/2Z→ ℌ̃3 → ℌ3 → 1. (10.1.5)

It has a natural Z/2Z grading, with the added central element n of degree 0.

Remark 10.1.4. Alternatively, one can realise the hyperoctahedral group and the Sergeev group
as

ℌ3 = S3 n (Z/2Z)3 , ℌ̃3 = S3 n ℭl3 . (10.1.6)

Here ℭl3 is the Clifford group (the unique non-trivial central extension of (Z/2Z)3), and S3

acts on (Z/2Z)3 and ℭl3 by permuting factors. The Clifford group is explicitly presented as

ℭl3 =
〈
b1, . . . , b3 , n

�� b28 = n2 = 1, b8b 9 = nb 9b8 for 8 ≠ 9
〉
. (10.1.7)

Definition 10.1.5. The Sergeev algebra is the twisted group algebra of the Sergeev group:

H3 = C[ℌ̃3]/(n + 1), (10.1.8)

where n is the added central element. It inherits a Z/2Z grading, and hence is a superalgebra.
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The link between the representation theory of S3 and that ofH3 is realised through the Clifford
algebra, i.e. the twisted group algebra of the Clifford group

Cl3 = C[ℭl3]/(n + 1). (10.1.9)

It coincided with the Clifford algebra from Example 2.5.2 .

Theorem 10.1.6 ([Yam99 , Theorem 3.2]). There is an isomorphism of superalgebras

S3 ⊗ Cl3 ∼→ H3 . (10.1.10)

In particular, there is a bijection between simple supermodules for S3 and simple supermodules
forH3 , given by tensoring with the unique simple supermodule Cl3 for Cl3 .

The classification of simple supermodules for S3 andH3 had both been done before, respec-
tively by Schur [Sch11 ] and by Sergeev [Ser84 ], recast in the language of superalgebras by
Józefiak [Józ89 ; Józ90 ]. To give it, we will need some preliminary definitions.

Definition 10.1.7. A partition is odd if all its parts are odd and strict if all its parts are distinct.
We write OP3 , and SP3 for, respectively, the set of odd partitions and the set of strict partitions
of 3. Also write OP =

⋃
3≥0 OP3 and SP =

⋃
3≥0 SP3 for the sets of all odd and strict

partitions (including the empty partition ∅).

By a classical result of Euler, the set of odd partitions and the set of strict partitions of 3 are of
equal size: | OP3 | = | SP3 |.

Proposition 10.1.8 ([Ser84 ]).

• There is a bijection between SP3 and irreducible supermodules +_ ofH3 .

• Let ` ∈ OP3 . The conjugacy class Õ` in ℌ̃3 of a permutation of cycle type ` has cardinality
|Õ` | = 23−ℓ (`) 3!

z`
. Moreover, the elements

�̃` =
∑
[∈Õ`

[ ∈ H3 (10.1.11)

forms a linear basis of Z̃3 , the even part of the centre ofH3 . We call �̃` the spin conjugacy
class element of type `, and Z̃3 the spin class algebra.

As a consequence, we can talk about characters j̃_(`) of irreducible supermodules +_ evaluated
at �̃`, with ` ∈ OP3 and _ ∈ SP3 .
The basic correspondence between the representation theory of the symmetric group and its
spin counterpart are summarised in the table below.

Ordinary Spin

Main algebra C[S3] C[ℌ̃3]/(n + 1)
Class algebra Z3 Z̃3
Index set class algebra P3 OP3
Index set irreps P3 SP3
Characters j_(`) j̃_(`)
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10. Preliminaries on spin Hurwitz numbers

10.2 — Neutral fermion formalism

As explained in Section 2.5.1 , the Fock space is the highest weight module of a certain infinite-
dimensional Clifford algebra. Moreover, it can be realised as the space of semi-infinite wedges,
or alternatively as the space of Maya diagrams. In the spin case, a Fock space can still be defined
as the highest weight module of another infinite-dimensional Clifford algebra, or alternatively
as the space of half-line Maya diagrams (cf. [FWZ09 ]), although there is no description in terms
of wedges. As the non-spin and spin theories are related to A- and B-type Dynkin diagrams
respectively, we also refer to them by these letters. The material of this section follows the
exposition from [DKM81 ; DJKM82 ; You89 ; Ale21 ].

Definition 10.2.1. Let V� be the infinite-dimensional complex vector space with basis q: for
: ∈ Z integers. Consider the bilinear form

(q: , q;) =
(−1):
2

X:+;, (10.2.1)

and define the space of neutral fermions as B = Cl(V�, (·, ·)). It has a Z/2Z grading B0 ⊕ B1,
with B? spanned by products of < elements with < ≡ ? (mod 2). Moreover, it has canonical
anticommutation relations (CAR) given by

{q: , q;} = (−1):X:+; . (10.2.2)

Definition 10.2.2. Consider the subspace L� of V� generated by q: for : < 0, which is
maximal isotropic for (V�, (·, ·)). Define the (fermionic) Fock space of type B as the unique
graded highest-weight left module of B:

F� = B/(B ·L�). (10.2.3)

We write |0〉 for the class of 1, also called the vacuum state, and |1〉 =
√
2q0 |0〉. The space F�

inherits the Z/2Z grading: F� = F�0 ⊕ F�1 , and |?〉 ∈ F�? .
With the dual construction, (i.e. considering the unique graded highest-weight right module)
we define the dual Fock space F�,∗ and the covectors 〈0| and 〈1|. In particular, we have a pairing
F�,∗ × F� → C denoted by

〈l|[〉 =
(
〈l| , |[〉

)
. (10.2.4)

Moreover, for any $ ∈ B we can define its vacuum expectation value 〈$〉 as 〈0|$ |0〉. Since the
(right) action of B on the dual Fock space is the adjoint of the (left) action on the Fock space,
there is no ambiguity in the notation.

Lemma 10.2.3.

1. The vacuum expectation values of quadratic expressions in the q’s are

〈q:q;〉 = (−1):X:+; D[;], D[;] =


1 if ; > 0,
1
2 if ; = 0,

0 if ; < 0.

(10.2.5)

2. For _ ∈ SP, define |_〉 = q_1 · · · q_ℓ (_) |?(_)〉, where

?(_) ≡ ℓ(_) (mod 2) (10.2.6)

is the parity of _. Then { |_〉 | _ ∈ SP } form a basis of F�0 .
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IV. Spin Hurwitz theory

We can now define an infinite dimensional Lie algebra acting on F�0 . Recall from Defini-
tion 2.5.10 the bi-infinite general linear algebra gl(∞) spanned by band matrices (0<,=)<,=∈Z.
It has a basis { �:,; | :, ; ∈ Z } such that (�:,;)<,= = X:,<X;,=.

Definition 10.2.4. Consider the involution ] : �:,; ↦→ (−1):+;�−;,−: , and define the bi-infinite
orthogonal linear algebra

go(∞) =
{
� ∈ gl(∞)

�� ](�) = −� }
. (10.2.7)

It has a standard basis given by { ��
:,;

= (−1);�:,; − (−1):�−;,−: }
:+;>0, and commutation rela-

tions[
��8, 9 , �

�
:,;

]
= (−1) 9X 9 ,:��8,; − (−1)

8X8,;�
�
:, 9 + (−1)

9X 9+;�
�
:,−8 − (−1)

8X8+:�
�
− 9 ,; . (10.2.8)

Proposition 10.2.5. There is a representation of the central extension ĝo(∞) = go(∞) ⊕ C to
the space of neutral fermions B, defined on the central factor by 1 ↦→ 1 and on go(∞) by

��:,; ↦−→ �̂�:,; = :q:q−;: , (10.2.9)

where :q8q 9 := q8q 9 − 〈q8q 9〉 is the normal ordered product. Moreover, the following parity
relation holds

�̂�:,; = −�̂
�
−;,−: , (10.2.10)

and the commutation relation between basis elements is given by[
�̂�8, 9 , �̂

�
:,;

]
= (−1) 9X 9 ,: �̂�8,; − (−1)

8X8,; �̂
�
:, 9 + (−1)

9X 9+; �̂
�
:,−8 − (−1)

8X8+: �̂
�
− 9 ,;

+(−1)8+ 9
(
X 9 ,:X8,; − X 9+;X8+:

) (
D[ 9] − D[8]

)
.

(10.2.11)

Remark 10.2.6. In [GKL21 ], we used a different choice of basis elements, namely �̂:,; =

(−1): :q:q;:. Here we changed the convention, following [DKM81 ; DJKM82 ; Ale21 ]. More-
over, with this convention most of the formulae are completely parallel to the A setting of
Section 2.5.1 . See also the table at the end of this section.

Example 10.2.7. Examples of elements in ĝo(∞) are given as follows. They are the B-type
analogue of the operators F< and �= acting on the Fock space F of A-type. The main difference,
as often in this chapter, is the introduction of signs and factors of 2.

• For any positive odd integer < ∈ Zodd
+ , we have the diagonal operators

F �< =
1

2

∑
:∈Z
(−1): :<�̂�:,: ,

called (fermionic) completed cut-and-join operators of type B. They can be defined for
even <, but they would vanish due to the parity relation (10.2.10 ).

• For any odd integer = ∈ Zodd, we have the elements

��= =
1

2

∑
:∈Z
(−1): �̂�:−=,: ,
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10. Preliminaries on spin Hurwitz numbers

also called currents of type B. Again, they can be defined for even <, but they would
vanish. They form an Heisenberg subalgebra of ĝo(∞), i.e. they satisfy the canonical
commutation relation (CCR):

[��<, ��= ] =
<

2
X<+=.

We also define the generating series �� (t) = ∑
=∈Zodd

+
C=�

�
= , that will play an important role

in the neutral boson-fermion correspondence.

• In the next section, we will introduce for the first time the B-analogue of the Okounkov–
Pandharipande operators.

As explained in [Ale21 ] one can introduce the B-analogue of the (big cell of the) Sato Grass-
mannian, also called orthogonal Sato Grassmannian. In this case, the Plücker relations can be
expressed in terms of the generating series of neutral fermions

q(I) =
∑
:∈Z

q: I
: (10.2.12)

as the following quadratic relations for elements of PF�0 :

Res
I=∞

q(I) |l〉 ⊗ q(−I) |l〉 3I
I

= 0. (10.2.13)

See [DJKM82 ; Ale21 ] for further details.

10.2.1 — Supersymmetric functions and neutral boson-fermion
correspondence

The bosonic counterpart of the fermionic Fock space of type B is given by the algebra of
supersymmetric functions, that we now introduce.

Definition 10.2.8. Define the algebra of supersymmetric functions (or bosonic Fock space of
type B), denoted by Γ, as the free algebra on the odd power-sum symmetric functions:

Γ = C[?1, ?3, . . . ] . (10.2.14)

Another important basis is the one consisting of &-Schur functions (see [McD98 , Section III.8]).
They are indexed by strict partitions, and the following lemma expresses the duality between &-
Schur and odd power-sum symmetric functions. For an odd partition `, define ?` =

∏ℓ (`)
8=1 ?`8 .

Lemma 10.2.9. The change of basis from &-Schur functions to odd power-sum symmetric func-
tions is given by the irreducible characters of the Sergeev group:

&_ = 2 bℓ (_)/2c
∑

`∈OP3

j̃_(`)
z`

?`, ?` =
∑

_∈SP3

j̃_(`)
2ℓ (`)+dℓ (_)/2e

&_. (10.2.15)

Here z` =
∏ℓ (`)
8=1 `8

∏
<>0 |{8 | `8 = <}|! is the order of the centraliser of an element of cycle type

` in the symmetric group.

As in the charged case, we can now relate the fermionic and bosonic Fock spaces of type B.
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IV. Spin Hurwitz theory

Theorem 10.2.10 (Neutral boson-fermion correspondence). Let C= =
?=
=
. The map

f� : F� −→ Γ[Z]/(Z2 − 1), |l〉 ↦−→ 〈0|4�� (t) |l〉 + 〈1|4�� (t) |l〉 Z (10.2.16)

is an isomorphism, called the neutral boson-fermion correspondence. Moreover, the action of the
currents is given by

f�
(
��= |l〉

)
=

{
mC=f

�
(
|l〉

)
if = > 0,

−=2 C−=f
�
(
|l〉

)
if = < 0,

= ∈ Zodd, (10.2.17)

and that of the neutral fermions by

f�
(
q(I) |l〉

)
=
Z
√
2
exp

©«
∑
:∈Zodd

+

I2:+1C2:+1
ª®¬ exp ©«−2

∑
:∈Zodd

+

I−:

:
mC:

ª®¬f�
(
|l〉

)
. (10.2.18)

Via the boson-fermion correspondence, one can compute the action of the completed cut-and-
join operators and that of currents on the fermionic Fock space as follows.

Proposition 10.2.11.

• For any strict partition _ and odd integer <, the action of the completed cut-and-join
operator F �< of type B is given by

F �< |_〉 = ?<(_) |_〉 , (10.2.19)

where ?< is the usual symmetric power-sum of odd index.

• For an odd partition `, set ��±` = ��±`1 · · · �
�
±`= . Then

��−` |0〉 =
∑

_∈SP( |` |)

j̃_(`)
2? (_)/2+ℓ (`)

|_〉 , ��` |_〉 =
j̃_(`)

2? (_)/2+ℓ (`)
|0〉 . (10.2.20)

Here ?(_) is the parity of _, defined by Equation (10.2.6 ).

Again, one can translate the quadratic relations satisfied by elements in the big cell of the
orthogonal Sato Grassmannian into an infinite collection of non-linear PDEs, known as the
BKP hierarchy. The first equation of the hierarchy, the BKP equation, reads

(�6
C1
− 5�3

C1
�C3 − 5�2

C3
+ 9�C1�C5) [g, g] = 0. (10.2.21)

Moreover, one can consider a B-type analogue of the Toda hierarchy, known as the 2-BKP
hierarchy. We refer to [DKM81 ; DJKM82 ; You89 ] for further readings, and to [Ale21 ] for a
modern account.

A short comparison between the A- and B-type theories is given in the following table. Add defn of
currents and
c‘n’j opera-
tors
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on
spin

H
urw

itz
num

bers

A type B type

Index set Z′ = Z + 1
2 Z

Vector space V� =
⊕

B∈Z′ (CkB ⊕ Ck
†
B ) V� =

⊕
:∈ZCq:

Inner product (kA , k†B ) = XA+B
2 (kA , kB) = (k†A , k†B ) = 0 (q: , q;) = (−1): X:+;2

Isotropic subspace L� =
⊕

Z′−
(CkB ⊕ Ck†−B) L� =

⊕
Z−

Cq:

Clifford algebra A = Cl(V�, (·, ·)) B = Cl(V�, (·, ·))

CAR {kA , k†B } = XA+B {k†A , k†B } = {kA , kB} = 0 {q: , q;} = (−1):X:+;
Fermionic Fock space F� = A/(A ·L�) ⊃ F�0 F� = B/(B ·L�) ⊃ F�0

Basis of F0 |_〉 = k_1 · · ·k_ℓ (_) |0〉 (_ ∈ P) |_〉 = q_1 · · · q_ℓ (_) |?(_)〉 (_ ∈ SP)

Lie algebras gl(∞), ĝl(∞) go(∞), ĝo(∞)

Currents
��< =

∑
B∈Z′ �̂

�
B−=,B (< ∈ Z) ��< = 1

2

∑
:∈Z(−1): �̂�:−=,: (< ∈ Zodd)

��(t) = ∑
=∈Z+ �

�
= C= �� (t) = ∑

=∈Zodd
+
��= C=

CCR [��<, ��= ] = <X<+= [��<, ��= ] = <
2 X<+=

Bosonic Fock space Λ = C[C1, C2, C3, . . . ] Γ = C[C1, C3, C5, . . . ]

B-F correspondence f� : F�0
∼→ Λ, |l〉 ↦→ 〈0|4� � (t) |l〉 f� : F�0

∼→ Γ, |l〉 ↦→ 〈0|4�� (t) |l〉

Fermionic C‘n’J operators
F �< =

∑
B∈Z′ B

<�̂�B,B (< ∈ Z+) F �< = 1
2

∑
:∈Z′ (−1): :<�̂�B,B (< ∈ Zodd

+ )

F �< |_〉 = p<(_) |_〉 (_ ∈ P) F �< |_〉 = ?<(_) |_〉 (_ ∈ SP)

Integrable hierarchy KP and 23 Toda lattice BKP and 2-BKP
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IV. Spin Hurwitz theory

10.3 — Introduction to spin Hurwitz numbers

Spin Hurwitz numbers are weighted counts of covers of a curve equipped with a spin structure
or theta characteristic, where the weight includes a sign taking into account the parity of the
spin structure [EOP08 ]. This is captured in the following definitions. For more background on
spin Hurwitz numbers in relation to integrable hierarchies and supersymmetric functions, see
also [Lee19 ; MMN20 ; MMNO20 ].

Definition 10.3.1. A spin structure or theta characteristic on a curve � is a line bundle o→ �

such that o⊗2 � l� . A spin curve is a pair (�, o) of a curve � with a spin structure o on it.
Define the parity of a spin structure o→ � as

?(o) ≡ ℎ0(�, o) (mod 2). (10.3.1)

Thus, we can talk about even and odd theta characteristics on �.

The parity is a deformation invariant of (�, o), a fact proved for smooth curves by Riemann in
the language of theta functions, or more abstractly by Mumford [Mum71 ] in the algebraic and
Atiyah [Ati71 ] in the analytic settings. Mumford’s proof was extended to nodal spin curves by
Cornalba [Cor89 , Section 6]. The same authors also proved that, for a genus � curve, there are
2�−1(2� + 1) even theta characteristics and 2�−1(2� − 1) odd ones.

Spin structures can be pulled back along branched covers, as long as all ramifications are odd:
in that case the ramification divisor is even.

Definition 10.3.2. Let (�, o) be a spin curve and 5 : � → � a branched cover with only odd
ramifications. Denote by ' 5 its ramification divisor. Then the twisted pullback of o along 5 is
defined as

# 5 ,o = 5 ∗o ⊗ O( 12' 5 ). (10.3.2)

It is a spin structure on �.

In this dissertation, we will focus on ramified covers of the spin curve (P1,O(−1)), counted
with respect to the parity of the twisted pullback.

Definition 10.3.3. Let ?1, . . . , ?: be distinct points on P1, and `1, . . . , `: odd partitions of
3 > 0. Define the spin Hurwitz number as

�o3 (`
1, . . . , `:) =

∑
[ 5 ]

(−1)# 5 ,O(−1)
|Aut( 5 ) | , (10.3.3)

where the sum runs over all isomorphism classes of Hurwitz covers 5 : � → P1 of degree 3
and ramification data `1, . . . , `: . As usual, when dealing with disconnected covers, we add a
superscript •.

In the spin setting, the analogue of the Burnside character formula is expressed in terms of char-
acters of the Sergeev group. In this form, it was proved by Eskin–Okounkov–Pandharipande
[EOP08 , Theorem 2], and later generalised by Gunningham [Gun16 ] to arbitrary covers of a
spin curve (�, o). Following [Lee19 ], we will refer to it as Gunningham’s formula.
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10. Preliminaries on spin Hurwitz numbers

Theorem 10.3.4 (Gunningham character formula [Gun16 ]). Disconnected spin Hurwitz num-
bers are given by

�
•,o
3
(`1, . . . , `:) = 2

∑
8 (ℓ (`8 )−3)−23

2

∑
_∈SP3

(
dim(_)
2? (_)/23!

) 2 :∏
8=1

5`8 (_). (10.3.4)

Here 5` (_) = |Õ` | j̃_ (`)dim(_) , where Õ` is the conjugacy class in ℌ̃3 of a permutation of cycle type `,
j̃` (_) are the irreducible characters of the Sergeev group, and dim(_) is the dimension of the
irreducible representation of the Sergeev group labeled by _.

As in the case of ordinary Hurwitz numbers, the character formula suggests to replace the
functions 5` (_) with power-sums, so to get an expression of the corresponding Hurwitz
numbers as vacuum expectation values in the neutral Fock space. In particular, one can extend
the definition of 5` as function on the setSP of all strict partitions (cf. Section 2.6 ), and consider
the map

q̃ :
⊕
3≥0
Z̃3 −→ CSP , �̃` ↦−→ 5` . (10.3.5)

Definition 10.3.5. For ` ∈ OP3 , define the spin completed conjugacy class elements as

�̂` =
1∏
8 `8

q̃−1(?`) ∈
3⊕
<=0

Z̃<. (10.3.6)

For ` = (3) with 3 odd, we call the associated element (̂3) = �̂(3) spin completed cycle.

We can now define the spin analogue of double and simple Hurwitz numbers with completed
cycles through Gunningham’s character formula.

Definition 10.3.6. Let `, a be odd partitions of 3, A a positive even integer. Define the
disconnected spin double Hurwitz numbers with (A + 1)-completed cycles as

ℎ•,A ,o�;`,a =
|Aut(`) | |Aut(a) |

1!
�
•,o
3

(
`,

( �(A + 1)) 1, a)
=
|Aut(`) | |Aut(a) |

1!
21−�−23

∑
_∈SP3

(
dim(_)
2? (_)/23!

) 2
5` (_)

(
?A+1(_)
A + 1

) 1
5a (_).

(10.3.7)

The value 1 is determined by the Riemann–Hurwitz formula: A1 = 2� − 2 + ℓ(`) + ℓ(a).
Similarly, define the spin single Hurwitz numbers with (A + 1)-completed cycles as

ℎ•,A ,o�;` =
|Aut(`) |

1!
�
•,o
3

(
`,

( �(A + 1)) 1)
=
|Aut(`) |

1!
21−�−23

∑
_∈SP3

(
dim(_)
2? (_)/23!

) 2
5` (_)

(
?A+1(_)
A + 1

) 1
.

(10.3.8)

Again, the value 1 is determined by the Riemann–Hurwitz formula: A1 = 2� − 2 + ℓ(`) + 3.

Remark 10.3.7. As stated in Remark 2.6.8 , certain papers (e.g. [MSS13 ; SSZ15 ; Bor+21 ; KLPS19 ;
DKPS19 ]) on the non-spin version of these numbers use the term A-spin Hurwitz numbers
for what would be called (A + 1)-completed cycles Hurwitz numbers here, to emphasise the
relation to A-spin structures on the moduli spaces of curves.
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Combining the definition of spin Hurwitz numbers with completed cycles and the action of
the operators F �

A+1, �
�
= (cf. Proposition 10.2.11 ), we obtain the following expression for spin

Hurwitz numbers in terms of vacuum expectation values. The case A = 2 can be found in [Lee19 ,
Equation (3.10)], and the case A > 2 can be deduced from [MMN20 ; MMNO20 ].

Theorem 10.3.8. The disconnected spin double and single Hurwitz numbers with (A + 1)-
completed cycles can be expressed as the following vacuum expectation values on the Fock space
of type B:

ℎ•,A ,o�;`,a =
21−�

1!

〈
��`∏ℓ (`)
8=1 `8

( F �
A+1

A + 1

) 1
��−a∏ℓ (a)
9=1 a 9

〉
, (10.3.9)

ℎ•,A ,o�;` =
21−�

1!

〈
��`∏ℓ (`)
8=1 `8

( F �
A+1

A + 1

) 1 (��−1)3
3!

〉
. (10.3.10)

These formulae will be the starting point to study spin Hurwitz numbers in the following
chapters.
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Chapter 11 — On spin double Hurwitz numbers
with completed cycles

In the non-spin case, double Hurwitz numbers with completed cycles satisfy several properties,
such as an evolution equation via explicit bosonic cut-and-join operators, chamber polynomi-
ality with an explicit expression within each chamber, and they exhibit explicit wall-crossing
formulae. The crucial tool in the proof of such properties is the Okounkov–Pandharipande
algebra.
The goal of this chapter is two-fold. Firstly, we develop the B-type analogue of the Okounkov–
Pandharipande operators.

Theorem 11.A (B-Okounkov–Pandharipande operators). The operators

E�= (I) =
1

2

∑
:∈Z
(−1):4 (:− =2 )I �̂�:−=,: +

X=

4
coth( I2 ), (11.0.1)

acting on the Fock space of type B, satisfy the following commutation relation:[
E�<(I), E�= (|)

]
=

1

2
e
(
det[ < I

= | ]
)
E�=+<(I + |) +

(−1)=
2

e
(
det[ < −I= | ]

)
E�=+<(I − |). (11.0.2)

Here e (I) = 2 sinh( I2 ).

Since E�= (I) specialises to the fermionic completed cut-and-join in the expansion around I = 0,
we were able to express the bosonic version of the latter in terms of an explicit generating series.

Theorem 11.B (Spin cut-and-join equation). Define the bosonic completed cut-and-join opera-
tors of type B as the operators corresponding to the fermionic completed cut-and-join operator of
type B via the boson-fermion correspondence:

f�
(F �<
<
|l〉

)
=W�

<f
�
(
|l〉

)
, for all |l〉 ∈ F�0 . (11.0.3)

Then the partition function of spin double Hurwitz numbers with (A + 1)-completed cycles
/A ,o (V;p, q) satisfies the cut-and-join equation

mV/
A ,o =W�

A+1/
A ,o , (11.0.4)

and the cut-and-join operators can be effectively computed via an explicit generating series.

We remark that the spin cut-and-join equation was already proved in [MMN20 ]. Our contribu-
tion is an explicit generating series forW�

A+1 (Proposition 11.1.6 in the main text).
In the second part of the chapter, we employ the relation between the operators E�<(I), the
fermion cut-and-join operators F �< , and the currents ��= to study chamber properties of spin
double Hurwitz numbers. The following theorem summarises (without details) the results of
Theorems 11.2.6 , 11.2.10 and 11.2.19 .
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Theorem 11.C (Chamber properties). Consider the space

H(<, =) =
{
(`, a) ∈ OP ×OP

���� ℓ(`) = <, ℓ(a) = =,∑<
8=1 `8 =

∑<
9=1 a 9

}
(11.0.5)

which has a chamber structure defined by wallsW� ,� = { (`, a) ∈ H(<, =) | ∑8∈� `8 =
∑
9∈� a 9 }

for � ⊂ È<É, � ⊂ È=É. Then spin double Hurwitz numbers ℎA ,o�;`,a , considered as functions of
(`, a) ∈ H(<, =), satisfy the following properties.

• Within each chamber, ℎA ,o�;`,a is computed by an explicit generating series.

• Within each chamber, ℎA ,o�;`,a is a polynomial in (`, a) with a specific homogeneous decom-
position.

• The difference between values of ℎA ,o�;`,a on neighbouring chambers is computed by an
explicit generating series.

11.0.1 — Relation with previous works and open questions

In the non-spin setting, Bloch–Okounkov defined in [BO00 ] an algebra that interpolates
between the fermionic cut-and-join operators and the currents, later packed into generating
functions by Okounkov–Pandharipande in [OP06 ] (cf. Equation (2.5.22 )). Here we adapted
their definitions to the spin case.
As of the chamber polynomiality of double Hurwitz numbers, it was originally conjectured
for simple Hurwitz numbers by Goulden–Jackson–Vakil [GJV05 ], later proved by Johnson
[Joh15 ] and generalised to the completed cycle case by Shadrin–Spitz–Zvonkine [SSZ12 ]. In
fact, once the relations between the various concepts and constructions are in place, the proofs
of our results are simple adaptations of the arguments of Shadrin–Spitz–Zvonkine.
On the integrability side, Lee [Lee19 , Theorem 1.1] has found that a generating series for
3-completed spin double Hurwitz numbers squares to the generating series of 3-completed
non-spin double Hurwitz numbers after a proper tuning of the weights. A natural question
would be whether this generalises to higher A .

Question 11.D. For every even A, find (and justify) the right linear combination of fermionic
completed cut-and-join operators of type A and B of lower order, i.e.

F� =
∑

0≤B≤A+1
0A+1,BF �B+1, F� =

∑
0≤B≤A+1
B odd

1A+1,BF �B+1, (11.0.6)

such that the associated 23 Toda and 2-BKP tau functions

g� =

〈
4�

�
+ (t+)4F

�

4−�
�
− (t−)

〉
, g� =

〈
4�

�
+ (t+)4F

�

4−�
�
− (t−)

〉
(11.0.7)

satisfy (g�)2 = g�|C±2:=0 . Lee’s result for (A + 1) = 3 corresponds to (03,3, 03,2, 03,1) = ( 13 ,
1
2 ,

11
12 )

and (13,3, 13,1) = ( 13 ,
2
3 ).

Note that in general, any BKP tau function squares to a KP tau function (see for instance
[You89 , Proposition 1]). The content of Lee’s result is that both of these tau functions have a
geometric interpretation in terms of spin and ordinary Hurwitz numbers.
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11. On spin double Hurwitz numbers with completed cycles

11.0.2 — Organisation of the chapter

The chapter is organised as follows.

• In Section 11.1 we introduce the B-Okounkov–Pandharipande operators, and prove
some of their basic properties. We also introduce the bosonic cut-and-join operators, and
express their generating series.

• Section 11.2 is devoted to the study of spin double Hurwitz numbers, in particular their
chamber structure and wall-crossing formulae.

11.1 — B-Okounkov–Pandharipande and cut-and-join
operators

In the neutral boson-fermion correspondence, Theorem 10.2.10 , we translate the action of the
neutral fermions q: into the action of a certain operator on the bosonic Fock space. A similar
statement holds for quadratic terms in the q’s, i.e. elements of the Lie algebra ĝo(∞). To express
the correspondence, we introduce the generating series

:q(I)q(|):=
∑
:,ℓ∈Z

:q:qℓ : I
:|ℓ . (11.1.1)

Theorem 11.1.1 ([DKM81 ]). Under the boson-fermion correspondence, the normal ordered
products of neutral fermions act as

f�
(
:q(I)q(|): |l〉

)
= .̂� (I, |) f�

(
|l〉

)
, (11.1.2)

where .̂� (I, |), called the (regularised) vertex operator, is given by

.̂� (I, |) = 1

2

I − |
I + |

(
exp

( ∑
:∈Zodd

+

(I: + |:)C:

)
exp

(
−2

∑
:∈Zodd

+

( I−:
:
+ |

−:

:

)
mC:

)
− 1

)
. (11.1.3)

Here 1
I+| is interpreted as the Laurent series expansion in the region |I | > || |.

We are now armed to define an algebra that interpolates between the fermionic cut-and-join
operators F � and the currents ��.

Definition 11.1.2. The B-Okounkov–Pandharipande operators are defined for any = ∈ Z by

E�= (I) =
1

2

∑
:∈Z
(−1):4 (:− =2 )I �̂�:−=,: +

X=

4
coth( I2 ). (11.1.4)

We also define the non-corrected operators

Ê�= (I) =
1

2

∑
:∈Z
(−1):4 (:− =2 )I �̂�:−=,: . (11.1.5)

Notice that E�= (0) = ��= for = ∈ Zodd, and F �< = <![I<]Ê�0 (I) for < ∈ Zodd
+ .
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Remark 11.1.3. The motivation behind the hyperbolic cotangent correction term has the same
origin as in [OP06 ]: we would like E�0 (I) to be

E�0 (I) “=”
1

2

∑
:∈Z
(−1):4:Iq:q−: (11.1.6)

without normal ordering, but its vacuum expectation value would be

1

2

(∑
:<0

4:I + 1

2

)
=

1

4
coth( I2 ), <(I) > 0, (11.1.7)

which is well-defined for<(I) > 0 only. Thus, we define E�0 (I) using normal ordering and add
the vacuum expectation value term by hand.

We collect here some other useful properties of the B-Okounkov–Pandharipande operators.

Lemma 11.1.4. The following results hold.

1. The operators E�= and Ê�= obey the parity relations

E�= (−I) = (−1)=+1E�= (I), Ê�= (−I) = (−1)=+1Ê�= (I). (11.1.8)

2. Under the boson-fermion correspondence, the operators Ê�= act as

f�
(
Ê�= (I) |l〉

)
=

1

2
[G−=] .̂� (G4

I
2 ,−G4−

I
2 ) f�

(
|l〉

)
. (11.1.9)

3. The subspace of go(∞) spanned by the coefficients [I:]E�<(I) is a Lie subalgebra. Explicitly,

[
E�<(I), E�= (|)

]
=

1

2
e
(
det[ < I

= | ]
)
E�=+<(I + |) +

(−1)=
2

e
(
det[ < −I= | ]

)
E�=+<(I − |).

(11.1.10)

Proof. For the parity property, use that �̂�
:,;

= −�̂�−;,−: . For the second property, we simply
note that

:q(G4
I
2 )q(−G4−

I
2 ):=

∑
:,;∈Z
(−1);G:−;4− :+;2 I �̂�:,; .

Taking the coefficient of G−= yields 2Ê�= under the neutral boson-fermion correspondence via
Theorem 11.1.1 . To conclude, the commutation relation follows from an explicit calculation:
using the expression

E�= (I) =
1

2

∑
:∈Z
(−1):4 (:− =2 )I��:−=,: ,
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11. On spin double Hurwitz numbers with completed cycles

where ��
:,;

= q:q−;, together with the commutation relations (10.2.8 ) in go(∞), we find

[
E�<(I), E�= (|)

]
=

1

4

∑
:,;∈Z
(−1):+;4 (:−<2 )I+(;− =2 )|

[
��:−<,: , �

�
;−=,;

]
=

1

4

∑
:,;∈Z
(−1):+;4 (:−<2 )I+(;− =2 )|

(
(−1):X:,;−=��:−<,; − (−1)

:−<X:−<,;�
�
;−=,:

+ (−1):X:+;��;−=,−:+< − (−1)
:−<X:−<+;−=�

�
−:,;

)
=

1

4

∑
;∈Z
(−1);4 (;−=−<2 )I+(;− =2 )|��;−=−<,; −

1

4

∑
:∈Z
(−1):4 (:−<2 )I+(:−<− =2 )|��:−<−=,:

+ 1

4

∑
;∈Z
(−1);4 (−;−<2 )I+(;− =2 )|��;−=,;+< −

1

4

∑
:∈Z
(−1)=−:4 (:−<2 )I+(<−:+ =2 )|��−:,<+=−:

=
1

4

∑
:∈Z
(−1):

(
4 (:−=−

<
2 )I+(:−

=
2 )| − 4 (:−<2 )I+(:−<− =2 )|

)
��:−<−=,:

+ (−1)
<

4

∑
:∈Z
(−1):

(
4 (−:+

<
2 )I+(:−<−

=
2 )| − 4 (=−:+<2 )I+(:+ =2 )|

)
��:−<−=,:

=
1

4

∑
:∈Z
(−1):

(
4−

=
2 I+

<
2 | − 4 =2 I−<2 |

)
4 (:−

<+=
2 ) (I+|)��:−<−=,:

+ (−1)
<

4

∑
:∈Z
(−1):

(
4−

=
2 I−

<
2 | − 4 =2 I+<2 |

)
4 (:−

<+=
2 ) (|−I)��:−<−=,:

= sinh
(<| − =I

2

)
E�=+<(I + |) − (−1)< sinh

( =I + <|
2

)
E�=+<(| − I).

Now use the parity property. �

We can now shift our attention towards the bosonic completed cut-and-join operators. In
the non-spin case, they are the analogues of multiplication by the completed cycles in the
symmetric algebra, or equivalently the fermionic cut-and-join operators under the boson-
fermion correspondence.

Definition 11.1.5. Let < ∈ Zodd
+ . Define the <-th (bosonic) completed cut-and-join operator

of type B, denotedW�
< , as the operator corresponding to the <-th (fermionic) completed

cut-and-join operator of type B:

f�
(F �<
<
|l〉

)
=W�

<f
�
(
|l〉

)
(11.1.11)

for all |l〉 ∈ F�0 .

We can explicitly compute their generating series as follows.

Proposition 11.1.6. The generating series of spin completed cut-and-join operator is given by

W� (I) =
∑

<∈Zodd
+

W�
<

(< − 1)! I
< =

coth( I2 )
4

∞∑
==1

∑
:1+···+:==0
:8 odd

2=

=!
:

=∏
8=1

e (:8I)
0:8

:8
: , (11.1.12)
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where

0: =

{
:mC: : > 0,
1
2 C−: : < 0.

(11.1.13)

As usual, the normal product of the 0: ’s moves all derivatives to the right.

Proof. From Equation (11.1.9 ), we findW� (I) = 1
2 [G

0].̂� (G4 I2 ,−G4− I2 ). Computing the right-
hand side, we find

W� (I) = [G0]
coth( I2 )

4

(
exp

( ∑
:∈Zodd

+

e (:I)C:G:
)
exp

(
2

∑
:∈Zodd

+

e (:I)
mC:

:
G−:

)
− 1

)
,

and expanding the exponentials finishes the proof. �

11.2 — Properties of spin double Hurwitz numbers

In this section we employ the algebra of B-Okounkov–Pandharipande operators to analyse and
derive several structural properties of spin double Hurwitz numbers. These properties will be
described and referred to as:

1. Vacuum expectation in terms of the algebra of E�= (I);

2. Integrability and cut-and-join equation;

3. Chamber structure and wall-crossing formulae.

Each of these results have been observed and proved for several non-spin Hurwitz enumerative
problems over the past years, by developing new techniques via the Fock space formalism,
and represent major advancements in the field of Hurwitz theory. By now these techniques
are more consolidated, and we can prove analogous results by a suitable adaptation of these
methods. We therefore derive the results and refer to the original proofs, only pointing out the
necessary adaptations.

11.2.1 — Vacuum expectation in terms of the algebra of E�= (I)

Point (1) is a simple restatement of Theorem 10.3.8 . We include it here, since it is the starting
point to obtain (2) and (3).

Proposition 11.2.1. Disconnected spin double Hurwitz numbers with (A + 1)-completed cycles
are given by

ℎ•,A ,o�;`,a =
21−�(A!)1

1!

[
IA+11 · · · IA+11

] 〈
ℓ (`)∏
8=1

E�`8 (0)
`8

1∏
:=1

Ê�0 (I:)
ℓ (a)∏
9=1

E�−a 9 (0)
a 9

〉
, (11.2.1)

where 1 =
2�−2+ℓ (`)+ℓ (a)

A
is given by the Riemann–Hurwitz formula.
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11. On spin double Hurwitz numbers with completed cycles

11.2.2 — Integrability and cut-and-join equation

Integrability properties of spin double Hurwitz numbers were investigated in [Lee19 ] and
further generalised in [MMN20 ; MMNO20 ]. Such results can also be easily obtained from
Section 11.1 , and we include them below for completeness.

Definition 11.2.2. Define the generating series of spin double Hurwitz numbers with (A + 1)-
completed cycles as

/A ,o (V;p, q) =
∑
�,3

∑
`,a∈OP3

ℎ•,A ,o�;`,a 2
�−1 V1

(
1

ℓ(`)!

ℓ (`)∏
8=1

?`8

) (
1

ℓ(a)!

ℓ (a)∏
8=1

@a8

)
. (11.2.2)

The summands with 1 =
2�−2+ℓ (`)+ℓ (a)

A
∉ N are set to 0.

Theorem 11.2.3 ([Lee19 ; MMN20 ; MMNO20 ]).

1. The generating series /A ,o can be expressed as the following vacuum expectation value

/A ,o (V;p, q) =
〈
exp

( ∑
<∈Zodd

+

��<
?<

<

)
exp

(
V
F �
A+1

A + 1

)
exp

( ∑
=∈Zodd

+

��−=
@=

=

) 〉
, (11.2.3)

and it is a hypergeometric tau function of the 2-BKP hierarchy (identically in V). Its
expansion in terms of Schur &-functions is given by

/A ,o (V;p, q) =
∑
_∈SP

2−ℓ (_) exp

(
V
?A+1(_)
A + 1

)
&_

(
1
2p

)
&_

(
1
2q

)
. (11.2.4)

More generally, define the generating series

/o (t;p, q) =
〈
exp

( ∑
<∈Zodd

+

��<
?<

<

)
exp

( ∑
:∈Zodd

+

F �:
C:

:

)
exp

( ∑
=∈Zodd

+

��−=
@=

=

) 〉
=

∑
_∈SP

2−ℓ (_) exp

( ∑
:∈Zodd

+

?: (_)
C:

:

)
&_

(
1
2p

)
&_

(
1
2q

)
.

(11.2.5)

Then /o (t;p, q) is a hypergeometric 2-BKP tau function in p and q (identically in t).
Furthermore, /o (t;p = X<,1, q = X=,1) is a KdV tau function in t and /o (t;p = X<,1, q) is
a 2-BKP tau function in q and t.

2. The generating series /o satisfies the the partial differential equation (the spin cut-and-join
equation):

mCA+1/
o =W�

A+1/
o (11.2.6)

for any even A. Consequently,

mV/
A ,o =W�

A+1/
A ,o . (11.2.7)

The essential ingredient for this theorem is Gunningham’s formula. Most results then follow
almost immediately from the definitions and various isomorphisms, such as the boson-fermion
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correspondence. However, the fact that /o (t; X<,1, X=,1) is a KdV tau function in t is not just a
formal consequence, and we refer to [MMN20 ] for a complete discussion.
Furthermore, as mentioned in the introduction, [Lee19 , Theorem 1.1] finds a particular linear
combination of completed 1-, 2-, and 3-cycles for both the spin and non-spin case, such that
the generating series for the spin case squares to the generating series of the non-spin case. It
would be interesting to develop such a square formula for higher A as well.

11.2.3 — Chamber structure

It is known for the non-spin case that some rich structure underlies the doubleHurwitz numbers
ℎ
A ,o
�;`,a , when considered as functions of ` and a for fixed lengths < and =. In fact, the entries of

the odd partitions ` and a can be seen as coordinates in an affine space that can be divided into
chambers: in each chamber the Hurwitz numbers can be represented by a chamber-dependent
polynomial, and its homogeneous decomposition also satisfies several constraints.

Definition 11.2.4. Let us define the subspace

H(<, =) =
{
(`, a) ∈

(
Zodd
+

)< × (
Zodd
+

) = ����� <∑
8=1

`8 =

=∑
9=1

a 9

}
(11.2.8)

and we view spin double Hurwitz numbers as a function in the following sense:

ℎA ,o� : H(<, =) −→ Q, (`, a) ↦−→ ℎA ,o�;`,a . (11.2.9)

Definition 11.2.5. Let � ( È<É and � ( È=É be non-empty proper subsets. Define the
hyperplane (or wall) indexed by (�, �) as the set

W� ,� =

{
(`, a) ∈ H(<, =)

����� ∑
8∈�

`8 =
∑
9∈�

a 9

}
. (11.2.10)

Define the hyperplane arrangement W(<, =) ⊂ H(<, =) to be the union of all walls W� ,� . A
connected component ofH(<, =) \W(<, =) is called a chamber.

Theorem 11.2.6 (Strong piecewise polynomiality). Let � be a non-negative integer and let <,
= be positive integers such that (�, = + <) ≠ (0, 2) and 1 =

2�−2+<+=
A

is a positive integer. Then
within each chamber c of the hyperplane arrangementW(<, =) there exists a polynomial %A ,o,c�

such that

ℎA ,o�;`,a = %
A ,o,c
� (`, a), for all (`, a) ∈ c. (11.2.11)

Moreover, %A ,o,c� has the homogeneous degree decomposition

%A ,o,c� (`, a) =
�∑
:=0

%
A ,o,c

�,:
(`, a), deg`,a (%A ,o,c�,:

) = 2� − 1 + 1 − 2:. (11.2.12)

We are going to prove the strong piecewise polynomiality from Proposition 11.2.1 and from
an explicit generating series of the vacuum expectations involved within each chamber. The
method used to compute such generating series is based on a simple commutation procedure:
positive-energy operators (i.e. E�= with = > 0) are commuted to the right until they hit and
annihilate the vacuum. This refines an algorithm by Johnson for double Hurwitz numbers
[Joh15 ]. We start by defining a particular subclass of operators E� that play a special role in
this commutation procedure.
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11. On spin double Hurwitz numbers with completed cycles

Definition 11.2.7. For � ⊆ È<É, � ⊆ È=É,  ⊆ È1É, and n ∈ {±1} , define

E(�, �,  , n) = E�|`� |− |a� | (I ,n ), (11.2.13)

where `� =
∑
8∈� `8, a� =

∑
9∈� a 9 , and I ,n =

∑
:∈ n: I: . Moreover for any collection of

disjoint pairs �, " ⊆ È<É, �, # ⊆ È=É,  , ! ⊆ È1É, and for n ∈ {±1} , X ∈ {±1}! , define

e
(
� �  n
" # ! X

)
= e

(
det

[
|`� | − |a� | I ,n
|`" | − |a# | I!, X

] )
. (11.2.14)

The commutation relation (11.1.10 ) expressed in the new notation turns into:[
E(�, �,  , n), E(", #, !, X)

]
=

1

2
e

(
� �  n
" # ! X

)
E(� ∪ ", � ∪ #,  ∪ !, n ∪ X)

− (−1)
|� |+ |� |

2
e

(
� �  −n
" # ! X

)
E(� ∪ ", � ∪ #,  ∪ !, (−n) ∪ X).

(11.2.15)

On the other hand, spin double Hurwitz numbers are expressed in terms of the E’s as

ℎ•,A ,o�;`,a =
21−�(A!)1

1!
[IA+11 · · · IA+11 ]〈

=∏
8=1

E({8}, ∅, ∅, ∅)
`8

1∏
:=1

Ê (∅, ∅, {:}, {+1})
<∏
9=1

E(∅, { 9}, ∅, ∅)
a 9

〉
,

(11.2.16)

where the Ê symbol refers as usual to the absence of the correction term.

Definition 11.2.8. A commutation pattern % is a set of tuples{ (
�%C , �

%
C ,  

%
C , n

%
C ;"

%
C , #

%
C , !

%
C , X

%
C

) }
C ∈È<+=+1−1É (11.2.17)

where �%C , "%
C ⊆ È<É, �%C , #%C ⊆ È=É,  %C , !%C ⊆ È1É, n%C ∈ {±1} 

%
C , X%C ∈ {±1}!

%
C are such that

we get a non-vanishing contribution to the vacuum expectation value (11.2.16 ) when we go
through the algorithm that commutes the rightmost positive-energy operator to the right, in
such a way that the C-th commutator computed is[

E(�%C , �%C ,  %C , n%C ), E("%
C , #

%
C , !

%
C , X

%
C )

]
. (11.2.18)

A fundamental point is that commutation patterns do not depend on the specific partitions `
and a, but only on the signs of the expressions |`� | − |a� | (that is, the energies of the operators
produced during the commutation process), and therefore only on the chamber c considered.
This consideration allows to define the set CPc of commutation patterns relative to a chamber c
as independent of (`, a).

Remark 11.2.9. Within a chamber c of H(<, =) there are no disconnected covers. In fact, in
order to have one of a certain degree 3, a splitting È<É = � t � ′ and È=É = � t � ′ such that
|`� | = |a� | = 3 is needed, for the ramifications indices of `� and of a� to lie on the same
connected component of the cover. Therefore within a chamber c the notations ℎ•,A ,o�;`,a and ℎ

◦,A ,o
�;`,a

coincide and we refer to them simply as ℎA ,o�;`,a .
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Theorem 11.2.10 (Chamber generating series). Within a chamber c ofH(<, =) we have:

ℎA ,o�;`,a =
21−�−g (A!)1

1! ·∏8 `8
∏
9 a 9
[IA+11 · · · IA+11 ]

∑
%∈CPc

(−1) ] (%)
coth

( IÈ1É, n %C ∪X%C
2

)
4

g∏
C=1

e

(
� %C �%C  %C n %C
"%
C # %C  %C X%C

)
,

(11.2.19)

where g = < + = + 1 − 1 is the total number of commutations for each commutation pattern, and

](%) = |( | +
∑
B∈(
|�%B | + |�%B |, (11.2.20)

where ( ⊆ ÈgÉ is the set indexing the times the summand −n%C was chosen (as opposed to the first
summand, involving n%C with no minus sign), out of the C-th commutator.

Proof. The proof is a straightforward adaptation of the argument in [SSZ12 ]. �

Remark 11.2.11. This statement can be slightly generalised to disconnected Hurwitz numbers
on the walls, see [SSZ12 , Theorem 4.6].

Proof of Theorem 11.2.6 . The proof is an adaptation of the argument in [SSZ12 ]. The only
differences consist in the introduction of an extra signed summand at each commutator and the
introduction of the coth(I) function replacing the 1/sinh(I) function. The latter does not spoil
the polynomial argument, as coth(I) = cosh(I)/sinh(I), so that multiplying by cosh(I) does not
introduce new poles (and therefore, already proved to be removable) and also does not spoil
the parity argument in the degrees.
The introduction of new summands does not change the fact that the sum over CPc and the
product over C are finite, and the degrees in the `8 and in the a 9 are coupled to degrees in the I:
as in [SSZ12 ], therefore collecting the coefficient of IA+11 · · · IA+1

1
again guarantees a polynomial

in the `8 and a 9 . The parity of the functions involved determines again even jumps in number �
for what concerns the homogeneous degrees, again starting at the same top degree 2�−1+ 1. �

Remark 11.2.12. The only part of the statement [SSZ12 , Theorem 6.4] that is in principle not
guaranteed anymore by Theorem 11.2.6 is the positivity of the polynomials in the homogeneous
decomposition. Such a statement could still exist in some form, but it falls beyond the scope of
the current dissertation.

In the special case of one-part spin double Hurwitz numbers, that is the case of a generic
ramification ` ∈ OP3 over zero and a total ramification a = (3) over infinity, the chamber
structure is trivial. Thus, we can get a closed formula that does not depend on the choice of a
chamber. We also derive two specialisations of this formula. Following [OP06 ], we denote

S(I) = e (I)
I
. (11.2.21)

Corollary 11.2.13. Let ` ∈ OP3 . The one-part spin double Hurwitz numbers are given by:

ℎ
A ,o

�;`, (3) =
21−�−131−1(A!)1

1!
[IA1 · · · IA1]

∑
n ∈{±1}È1É

coth
( IÈ1É, n

2

)
4

1∏
:=1

S(3I:)
ℓ (`)∏
8=1

e (`8IÈ1É, n )
`8

.

(11.2.22)
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11. On spin double Hurwitz numbers with completed cycles

Proof. It is a specialisation of Theorem 11.2.10 : since there is a single negative energy operator
within the vacuum expectation, that operator has to be involved in every commutations until the
end of the commutation procedure, therefore the sum over commutation patterns collapses. �

We further derive two specialisations for spin single Hurwitz numbers, having in mind conjec-
tural applications in Gromov–Witten theory of (P1,O(−1)).

Corollary 11.2.14. Let 3 be an odd integer. The one-part spin single Hurwitz numbers are
given by:

ℎ
A ,o

�;(3) =
21−�−131−1(A!)1

1!3!
[IA1 · · · IA1]

∑
n ∈{±1}È1É

coth
( IÈ1É, n

2

)
4

e
(
IÈ1É, n

) 3 1∏
:=1

S(3I:). (11.2.23)

Proof. From Definition 10.3.6 , we see that ℎA ,o
�;(3) =

1
|Aut(13) | ℎ

A ,o

�;(13) , (3) . Using that |Aut(13) | =
3!, the result follows from Corollary 11.2.13 . �

Corollary 11.2.15. For 1 = 1 we have:

ℎ
A ,o

�;(3) =
21−�A!

`!
[I2�]

cosh( I2 )
2
S(I)3−1S(3I), � =

A − ` + 1
2

. (11.2.24)

The formula above is conjecturally related to the spin Gromov–Witten correlator of (P1,O(−1))
with a single point insertion relative to the partition ` via the conjectural spin GW/H corre-
spondence (cf. Question 10.A ).
We are now armed to define and derive wall-crossing formulae for double spinHurwitz numbers.

Definition 11.2.16. Awall-crossing formula for spin double Hurwitz numbers is an expression
for the quantity

WCA ,o
�,� ,�
(`, a) = ℎA ,o�

��
c1
− ℎA ,o�

��
c2

(11.2.25)

for two neighbouring chambers c1 and c2 separated by the wallW� ,� = {(`, a) | |`� | − |a� | = 0},
where we fix c1 as chamber with |`� | < |a� | and c2 the chamber with |`� | > |a� |.

Definition 11.2.17. Define the generating series for multi-completed cycles as:

�`,a (I1, . . . , I1) =
21−�

1!

〈
<∏
8=1

E�`8 (0)
`8

1∏
:=1

Ê�0 (I:)
=∏
9=1

E�−a 9 (0)
a 9

〉
. (11.2.26)

Moreover, within a chamber c, let �f`,a (I1, . . . , I1) be the sum of the contributions in the
statement of Theorem 11.2.10 of all those commutation patterns % ∈ CPc whose last sign vector
n%g ∪ X%g is f.

Remark 11.2.18. Piecewise polynomiality results extend to multi-completed cycles generating
series, in the sense that collecting the coefficient of arbitrary IA1+11 · · · IA1+1

1
(as opposed to along

the diagonal A8 = A) imposes completed cycles of different sizes on the ramifications, but the
piecewise polynomiality structure still stands.

What is peculiar about wall-crossing formulae is that the vast majority of the terms arising from
the vacuum expectations defining WC�,� ,� cancel out, and what remains can be expressed as a
finite sum of quadratic terms in the generating series �.
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IV. Spin Hurwitz theory

Theorem 11.2.19 (Wall-crossing formula). Let � ( È<É and � ( È=É be non-empty proper
subsets, and denote their complements by � ′ and � ′ respectively. Let Δ = |`� | − |a� |. We have:

WCA ,o
�,� ,�
(`, a) = Δ2 [IA+11 · · · IA+11 ]∑

 t ′=È1É
n ∈{±1} 
n ′∈{±1} ′

� n
`� ,a�∪Δ(I )

〈E(�, �,  , n)E−Δ(0)〉
〈E(�, �,  , n)E(� ′, � ′,  ′, n ′)〉

� n
′

`� ′∪Δ,a�′
(I ′)

〈EΔ(0)E(� ′, � ′,  ′, n ′)〉
.

(11.2.27)

Remark 11.2.20. The formula above suggests the appearance of two poles arising from the
vacuum expectations in the denominator, but these poles are removable. For example, the first
vacuum expectation gives

1

〈E(�, �,  , n)E−Δ(0)〉
=

4

coth(I ,n )e (ΔI ,n )
2

((−1)Δ − 1)
,

giving a pole for even Δ. In fact, the entire commutator 〈E(�, �,  , n)E−Δ(0)〉 simplifies against
each term of the expansion of � n

`� ,a�∪Δ(I ) by definition (we inserted the operator E−Δ(0) to the
right and we ask the linear combination of the variables to be I ,n , so it is always possible to run
the commutation process in such a way that 〈E(�, �,  , n)E−Δ(0)〉 is the last step of it, for each
commutation pattern). The same reasoning leads to the simplification of 〈EΔ(0)E(� ′, � ′,  ′, n ′)〉
against � n ′

`� ′∪Δ,a�′
(I ′).

Proof. The proof is a straightforward adaptation of the argument in [SSZ12 , Theorem 6.6]. �
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Chapter 12 — A spin Bouchard–Mariño conjecture
and ELSV formula

We now move our attention to single spin Hurwitz numbers. In the non-spin case, single
Hurwitz numbers are known to satisfy topological recursion: this was first conjecture by
Bouchard andMariño [BM08 ], proved in [BEMS11 ; EMS11 ], and later generalised to completed
cycles, orbifold and monotone variations.
As explained in Section 2.3.1 , topological recursion is a way to compute enumerative quantities
from (0, 1) and (0, 2) data (the spectral curve), recursively on 2� − 2 + =. In Hurwitz theory,
the cut-and-join equation is, roughly speaking, a recursive procedure to compute Hurwitz
numbers. Thus, one would expect topological recursion to hold and, applying the Eynard–
DOSS correspondence of Theorem 2.3.12 , to obtain an ELSV-type formula.

(0, 1)- and (0, 2)-free energies
+

cut-and-join equation

Topological
recursion

ELSV-type
formula

To actually prove topological recursion forHurwitz problems, an extra property quasi-polynomiality
is required. However, the actual shape of the spectral curve can be obtained by looking at the
(0, 1)- and (0, 2)-free energies.
In this chapter, we compute such unstable free energies for single spin Hurwitz numbers via
the fermion formalism, and we conjecture that the stable free energies can be computed by
topological recursion on a specific spectral curve. We then give evidence for this conjecture by
proving it in genus zero and for (�, =) = (1, 1).

Conjecture 12.A. Let A be a positive even integer. The spectral curve on P1 given by

G(I) = log(I) − IA , ~(I) = I, �(I1, I2) =
1

2

(
1

(I1 − I2)2
+ 1

(I1 + I2)2

)
3I13I2. (12.0.1)

generates via topological recursion spin single Hurwitz numbers with (A + 1)-completed cycles:
for 2� − 2 + = > 0

lA ,o�,= (I1, . . . , I=) =
∑

`1,...,`=∈Zodd
+

ℎA ,o�;`

=∏
8=1

`84
`8 G (I8)3G(I8). (12.0.2)

In a recent paper, Alexandrov and Shadrin [AS21 ] prove topological recursion for a wide class
of hypergeometric BKP tau-functions, using methods similar to [BDKS20 ]. In particular, they
confirm our conjecture.
We remark that the above spectral curve does not satisfy one canonical requirement imposed
by the theory of topological recursion in the classical sense: the (0, 2)-correlator �(I1, I2) has
poles when I1 and I2 approach two distinct ramification points of G. However, the way these

239



IV. Spin Hurwitz theory

extra poles arise encode in a beautiful way some extra structure of this curve. First of all, these
new poles are of order two and with the same biresidue. More importantly, the number of
critical points is even and they come in pairs because of an underlying Z/2Z-action: the double
poles only arise for I2 approaching either the same critical point I1, or its conjugate with respect
to the group action. We then realise the quotient of the conjectural spectral curve modulo the
group action, reducing by half the number of ramification points. Surprisingly, we find that
the correlators l�,= of the quotient spectral curve differ by the initial correlators just by some
simple prefactor. We export this principle to the more general setting of spectral curves with a
finite group acting on them.

In the second part of this chapter we apply the Eynard–DOSS correspondence to compute the
cohomological field theory representing spin Hurwitz numbers, and realise such CohFT as a
Chiodo class (also appearing in the non-spin case) twisted by Witten 2-spin class.

Theorem 12.B (Spin A-ELSV formula). Conjecture 12.A is equivalent to the following ELSV-
type formula: for every ` = (`1, . . . , `=) ∈ OP3 ,

ℎA ,o�;` = @A
(A+1) (2�−2+=)+3

A

(
=∏
8=1

( `8
A

) [`8 ]
[`8]!

) ∫
M�,=

�
A ,1,o
�,= (〈`1〉 , . . . , 〈`=〉)∏=

8=1(1 −
`8
A
k8)

, (12.0.3)

where `8 = A [`8] + A − (2〈`8〉 + 1), and �A ,1,o�,= is the Chiodo class twisted by the Witten 2-spin
class (see Corollary 12.4.9 for the precise definition).

It is worth remarking that the product of the Chiodo class and the Witten 2-spin class has a
particularly clean expression as a sum over stable graphs, and we use this expression in the
proof.

12.0.1 — Relation with other works and open questions

In principle, Conjecture 12.A can be proved by adapting the well-established techniques that
have provided in the past a proof of topological recursion for the analogous statement in the
non-spin case. This procedure involves the fermion formalism and is rather technical. On
the other hand, the recent work of Bychkov–Dunin-Barkowski–Kazarian–Shadrin [BDKS20 ]
proves topological recursion for a large class of hypergeometric KP tau functions, including
all known cases of non-spin Hurwitz numbers. While working on [GKL21 ], we learned that
Alexandrov and Shadrin were adapting the techniques of [BDKS20 ] to the BKP setting. Their
proof of Conjecture 12.A is an application of their general statement to the specific case of spin
Hurwitz numbers.

It is also worth noting that the twist obtained by intersecting withWitten’s class in the Gromov–
Witten potential for Kähler targets already appeared in [JKV01 ; CZ09 ]. However, both these
appearances in a sense take place on the Gromov–Witten side of the GW/H correspondence,
whereas our result reveals the Witten class on the Hurwitz theory side.

The class �A ,:,o�,= is also related to a forthcoming work by Costantini–Sauvaget–Schmitt [CSS ].
For a fixed value of : and 0 satisfying

∑
8 <8 = : (2� − 2 + =), the usual Chiodo class �A ,:�,= (<)

(after multiplying by a certain power of A) is a polynomial in A for large values of A . The constant
term of this polynomial is denoted by DR:�,= (<), and is called the (twisted) double ramification
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12. A spin Bouchard–Mariño conjecture and ELSV formula

cycle. The restriction toM�,= of the Poincaré dual of this class is the locus

M:
�,= (<) =

{
(�, G1, . . . , G=)

��� l⊗:
�,log

� O� (
∑
8 <8G8)

}
=

{
(�, G1, . . . , G=)

���� ∃[ a meromorphic :-differential on �
with div([) = ∑

8 (<8 − :)G8

} (12.0.4)

and intersection numbers of the form DR:�,= (<) · k
2�−3+=
1 appear in the computation of the

orbifold Euler characteristic ofM:
�,= (<).

It is expected that the classes �A ,:,o�,= (0) satisfy the same polynomiality in A , thus allowing one to
define a class DR:,o�,= (0). In particular, if : = 2; + 1 and the <8 = 208 + 1 are odd, then the space
M:
�,= (<) splits into components with a constant parity of the spin structure O(∑8 08G8) ⊗ l−;� .

Costantini, Sauvaget, and Schmitt conjecture that the restriction of DR:,o�,= (0) toM�,= is a sum
of the classes of components ofM:

�,= (<) with a sign determined by the parity. Besides, they
propose some conjectural properties of this class, allowing them to compute the intersection
numbers DR:,o�,= (0) · k2�−3+=

1 .

12.0.2 — Organisation of the chapter

The chapter is organised as follows.

• Section 12.1 contains our main conjecture: single spin Hurwitz numbers are generated by
topological recursion. We also give evidence for this conjecture by proving it in genus
zero and for (�, =) = (1, 1).

• Since the conjectural spectral curve differs from the usual definition, in Section 12.2 we
define and analyse �-quotients of spectral curves, and reduce them to the usual setting of
topological recursion.

• We then employ the correspondence between topological recursion and cohomological
field theories in Section 12.3 to derive the representation of spin Hurwitz numbers as
intersection numbers onM�,= involving an explicit CohFT.

• To conclude, in Section 12.4 we show that such CohFT is constructed from a twist of
Chiodo’s class and Witten 2-spin class.

12.1 — The spectral curve

Let A be a positive even integer. Consider the spectral curve on P1 given by

G(I) = log(I) − IA , ~(I) = I, �(I1, I2) =
1

2

(
1

(I1 − I2)2
+ 1

(I1 + I2)2

)
3I13I2. (12.1.1)

As noted in the introduction, this spectral curve does not satisfy the usual axioms of topological
recursion, since � has poles when the two arguments approach different ramification points.
Nevertheless, one can define the topological recursion correlators lA ,o�,= via the Eynard–Orantin
topological recursion formula (2.3.9 ). Our main conjecture relates the multidifferentials lA ,o�,=
and the spin Hurwitz numbers free energies.
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IV. Spin Hurwitz theory

Definition 12.1.1. The free energies for spin single Hurwitz numbers with (A + 1)-completed
cycles are

�A ,o�,= (4G1 , . . . , 4G=) =
∑

`1,...,`=∈Zodd
+

ℎA ,o�;` 4
`1G1 · · · 4`=G= . (12.1.2)

Conjecture 12.1.2. The coefficients obtained by expanding the correlators lA ,o�,= near 4G8 = 0

are exactly the (A + 1)-completed cycles spin single Hurwitz numbers:

lA ,o�,= (I1, . . . , I=) − X�,0X=,2 lA ,o0,2 (4
G (I1) , 4G (I2) ) = 31 · · · 3=�A ,o�,= (4G1 , . . . , 4G=)

���
G8=G (I8)

. (12.1.3)

Alexandrov and Shadrin [AS21 ] recently proved topological recursion for a wide class of
hypergeometric BKP tau functions, confirming our conjecture.

Theorem 12.1.3 ([AS21 ]). Conjecture 12.1.2 is true.

The remaining part of the section is devoted to proving the conjecture for � = 0 (fact that
originally motivated our conjecture) and for (�, =) = (1, 1). In turn, we also prove that genus
zero spin and non-spin Hurwitz numbers are related by a simple formula.

12.1.1 — Spin Hurwitz numbers in genus zero

When the source of a spin Hurwitz cover is rational, two simplifications occur. First, P1 has a
unique spin structure, and we see that in Definition 10.3.6 

?(# 5 ,O(−1) ) = ?(O(−1)) = 0 (12.1.4)

for any cover in the count. Therefore, for � = 0, the spin Hurwitz numbers ℎA ,o0,` are actual
counts, without any sign.
For the other simplification, recall the Riemann–Hurwitz formula: for a ramified cover of
Riemann surfaces 5 : ( → ) of degree 3 with ramification profiles `8 ,

2 − 2�(() = 3 (2 − 2�())) −
∑
8

(3 − ℓ(`8)). (12.1.5)

Looking at the definition of spin single Hurwitz numbers, Definition 10.3.6 , we see that
1 =

2�−2+ℓ (`)+3
A

is chosen such that we do get a genus � source curve if we have one branch
point with ramification profile ` and 1 branch points with ramification profile (A + 1, 1, . . . , 1)
(recall that we always have �()) = 0). However, the definition uses the spin completed cycles
�̂(A+1) . From Definition 10.3.5 and [Iva04 , Proposition 6.4] we see that

�̂(A+1) − �̃(A+1) ∈
A⊕
3=0

Z̃3 . (12.1.6)

In particular, for any ` ∈ OP3 with 3 ≤ A, we have A + 1 − ℓ(` ∪ (1A+1−3)) = 3 − ℓ(`) < A =

A + 1 − ℓ((A + 1)). It follows that for any cover of P1 with ramification profiles ` and 1 choices
of partitions occurring with non-zero coefficients in �̂(A+1) , the genus of the source curve is at
most �, with equality occurring exactly if we choose (A + 1) every time. This occurrence of a
source curve whose genus is lower than expected is called genus defect in e.g. [SSZ15 ]. As a
consequence, for � = 0, there are no contributions from the completions �̂(A+1) − �̃(A+1) , as this
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12. A spin Bouchard–Mariño conjecture and ELSV formula

would require a connected source curve with negative genus. This means that in the definition
of ℎA ,o0;` , we may replace the �̂(A+1) by the �̃(A+1) .
The same argument holds for the non-spin case: there we may also replace the completed
cycles �̄(A+1) ∈

⊕A+1
3=0Z3 by the non-completed �(A+1) for � = 0Hurwitz numbers (for more

background on completed cycles for the non-spin case, see e.g. [OP06 ; SSZ12 ]). Hence, because
�(A+1) and �̃(A+1) represent the same partition (A + 1), we get:

Proposition 12.1.4. Let A be a positive even integer and ` ∈ OP. Then the spin and non-spin
Hurwitz numbers with these arguments are equal:

ℎ
A ,o
0;` = ℎA0;` . (12.1.7)

As a corollary, we obtain that the spin free energies are the anti-symmetrisations of the non-spin
ones.

Corollary 12.1.5. Let A be a positive even integer. The genus zero free energies for the spin
case are the anti-symmetrisations in all arguments of those in the non-spin case:

�
A ,o
0,= (4

G1 , . . . , 4G=) = 1

2=

∑
n1,..., n=∈{±1}

(
=∏
8=1

n 9

)
�A0,= (n14G1 , . . . , n=4G=). (12.1.8)

In particular, Conjecture 12.1.2 holds in genus zero:

l
A ,o
0,= (I1, . . . , I=) − X=,2 l

A ,o
0,2 (4

G (I1) , 4G (I2) ) = 31 · · · 3=�A ,o0,= (4
G1 , . . . , 4G=)

���
G8=G (I8)

. (12.1.9)

Proof. The first part follows directly from Proposition 12.1.4 : antisymmetrising is the same
as restricting to odd powers of 4G8 in the series expansion. For the second part, the unstable
free energies for the non-spin case were computed in [MSS13 ; KLPS19 ]. In that case the
(0, 1)-free energy is already odd, so it must be equal to its spin counterpart lA ,o0,1 . For l

A ,o
0,2 ,

Equation (12.1.9 ) is the antisymmetrisation of the non-spin case. The case = > 2 follows by
induction. �

In the next part of this section, we will exploit the operator formalism to get a closed formula
for the one-part free energies (i.e. = = 1 and general �).

12.1.2 — One-part spin single Hurwitz numbers

A general formula for VEVs in the neutral fermions formalism

Following [KLPS19 ], our starting point is the following expression for spin single Hurwitz
numbers

ℎ•,A ,o�;` = 21−�
[
DA1

] 〈
4�

�
1 4D

A
F�
A+1
A+1

ℓ (`)∏
8=1

��−`8
`8

4−D
A
F�
A+1
A+1 4−�

�
1

〉
. (12.1.10)

This can can easily obtained from Theorem 10.3.8 and the fact that ��1 and F �
A+1 annihilates the

vacuum. The advantage of this formulation is that we now have ℓ(`) factors of the same shape,
namely

ℎ•,A ,o�;` = 21−�
[
DA1

] 〈
4�

�
1

ℓ (`)∏
8=1

O
�,A
−`8 (D)
`8

4−�
�
1

〉
, O�,A

−` (D) = 4D
A
F�
A+1
A+1 ��−`4

−DA
F�
A+1
A+1 (12.1.11)

which we can describe uniformly.
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Lemma 12.1.6. Let ` ∈ Zodd
+ . Then:

O�,A
−` (D) =

∑
;+`/2>0

(−1);4DA
(;+`)A+1−;A+1

A+1 ��;+`,; . (12.1.12)

Proof. Using the symmetry of the base elements, we can express the fermionic cut-and-join
operators and currents in terms of the elements ��

8, 9
= q8q− 9 as

F �A+1 =
∑
:>0

(−1): :A+1��:,: ��−` =
∑

;+`/2>0
(−1);��;+`,; .

More generally, write �i−` =
∑
;+`/2>0 i; (`)��;+`,; for any function i of (;, `). Then, using the

commutation relations (10.2.8 ), we find[
F �A+1, �

i
−`

]
=

∑
:>0

∑
;+`/2>0

(−1): :A+1i; (`) [��:,: , �
�
;+`,;]

=
∑
:>0

∑
;+`/2>0

:A+1i; (`)
(
X:,;+`�

�
:,; − X:,;�

�
;+`,: + X:+;�

�
;+`,−: − X:+;+`�

�
−:,;

)
.

The last summand vanishes because of the conditions in the sum, and for the others, the :-sum
gives certain restrictions on `. Collecting the terms together, we find[

F �A+1, �
i
−`

]
=

∑
;+`/2>0

(
(; + `)A+1 − ;A+1

)
i; (`)��;+`,; = �

k
−` ,

where k; (`) =
(
(; + `)A+1 − ;A+1

)
i; (`). Applying this inductively, we get(

adF�
A+1

) 1
��−` =

∑
;+`/2>0

(−1);
(
(; + `)A+1 − ;A+1

) 1
��;+`,;

and, to conclude,

O�,A
−` (D) =

∞∑
1=0

DA1

1!(A + 1)1
(
adF�

A+1

) 1
��−` =

∑
;+`/2>0

(−1);4DA
(;+`)A+1−;A+1

A+1 ��;+`,; .

�

Proposition 12.1.7. Let ` ∈ Zodd
+ . Then:

4�
�
1 O�,A
−` (D)4−�

�
1 =

∞∑
C=0

∑
;≥ C+1−`2

(−1); (Δ
C 5 ) (;)
C!

��;+`−C ,; +
1

2

(Δ`−1 5 ) (0)
`!

, (12.1.13)

where 5 (;) = exp
(
DA
(;+`)A+1−;A+1

A+1
)
, omitting its dependence on A , `, and D, and Δ is the backward

difference operator, i.e. Δ 5 (;) = 5 (;) − 5 (; − 1).

Proof. We claim that(
ad��1

) C
O�,A
−` (D) =

∑
;≥ C+1−`2

(−1); (ΔC 5 ) (;)��;+`−C ,; +
XC ,`

2
(Δ`−1 5 ) (0),
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which would prove the proposition by summing over C. We prove the claim by induction on C.
For C = 0, this is Lemma 12.1.6 . Suppose now the claim holds for C. Then(

ad��1

) C+1
O�,A
−` (D) =

∑
;≥ C+1−`2

(−1); (ΔC 5 ) (;) ad��1 �
�
;+`−C ,;

=
∑
:>0

∑
;≥ C+1−`2

(−1);+: (ΔC 5 ) (;)
[
��:−1,: , �

�
;+`−C ,;

]
=

∑
:>0

∑
;≥ C+1−`2

(−1); (ΔC 5 ) (;)
(
X:,;+`−C�

�
:−1,; + X:−1,;�

�
;+`−C ,:

+ X:+;��;+`−C ,1−: + X:−1+;+`−C�
�
−:,;

)
.

A simple case analysis shows that the first and last Kronecker deltas give∑
;≥ C+2−`2

(−1); (ΔC 5 ) (;)��;+`−C−1,; + XC+1,` (−1)
`−C−1

2 (ΔC 5 )
( C+1−`

2

)
� `−C−1

2 ,
C+1−`

2
,

while the second and third Kronecker deltas give∑
;≥ C+2−`2

(−1);−1(ΔC 5 ) (; − 1)��;+`−C−1,; .

Using the fact that �0,0 = q
2
0 =

1
2 , we get the thesis. �

One-part spin single Hurwitz numbers

In order to compute spin single Hurwitz numbers with ℓ(`) = 1, also known as one-part
Hurwitz numbers, we may first realise that in this case there is no difference between connected
and disconnected counts: if the ramification profile over a point has length 1, clearly this
connects the source. In particular, connected one-part spin single Hurwitz numbers are given
by

ℎA ,o�;` = 21−� [DA1]
〈
4�

�
1 4D

A
F�
A+1
A+1

��−`

`
4−D

A
F�
A+1
A+1 4−�

�
1

〉
= 21−�

[DA1]
`

〈
4�

�
1 O�,A
−` (D)4−�

�
1

〉
, (12.1.14)

for ` ∈ Zodd
+ and A1 = 2� − 1 + `. First note that, as 〈q8q 9〉 = (−1)8X8+ 9D[ 9], the vacuum

expectation of each summand from Equation (12.1.13 ) including q’s vanishes. Hence we get
that

ℎA ,o�;` =
[DA1]
2�`2

(Δ`−1 5 ) (0)
(` − 1)! . (12.1.15)

Let us set %A,` (;) = (;+`)A+1−;A+1
A+1 , so that 5 (;) = exp(DA%A,` (;)). Because D only occurs in this

formula in combinations DA%A,` (;), we get

ℎA ,o�;` =
1

2�`21!

(
Δ`−1(%A,`)1

)
(0)

(` − 1)! . (12.1.16)

Notice that %A,` is a polynomial in ; of degree A :

%A,` (;) =
A∑
0=0

(
A + 1
0 + 1

)
`0+1

A + 1 ;
A−0 . (12.1.17)
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IV. Spin Hurwitz theory

Therefore, taking the 1-th power, it gives a polynomial (%A,`)1 (;) =
∑A1
0=0�

0,1
A,` ;

A1−0 in ; of
degree A1 with coefficients

�0,1A,` =
∑
_`0

(
1

{_)
8
− _)

8+1}8≥1

) (
ℓ (_)∏
8=1

1

A + 1

(
A + 1
_8 + 1

) )
`0+1, (12.1.18)

where the multinomial coefficient is(
1

{_)
8
− _)

8+1}8≥1

)
=

1!

(1 − ℓ(_))!∏8≥1(_)8 − _)8+1)!
. (12.1.19)

Here _) is the conjugate partition of _, obtained by transposing the associated Young tableau.
Applying the backward difference operators, only few of these terms are going to contribute,
as Δa .;= = 0 whenever a > =. For us it means that only the terms for ` − 1 ≤ A1 − 0 contribute
non-trivially, i.e. 0 = 0, . . . , 2�. On the other hand, the expression Δa .;= |;=0 can be explicitly
computed in terms of Stirling numbers of the second kind (cf. [KLPS19 , Lemma 4.5]):

Δa .;= |;=0
a!

= (−1)a+=
{
=

a

}
. (12.1.20)

Collecting all the ingredients and taking into account the parity conditions A + 1, ` ∈ Zodd
+ , we

find a closed formula for the one-part Hurwitz numbers.

Proposition 12.1.8. One-part spin single Hurwitz numbers with (A + 1)-completed cycles of
genus � and degree ` have the following closed formula:

ℎA ,o�;` =
1

2�`21!

2�∑
0=0

(−1)0�0,1A,`
{
A1 − 0
` − 1

}
, (12.1.21)

where by Riemann–Hurwitz 1 =
2�+`−1
A

,
{
?
@

}
are Stirling numbers of the second kind, and the

coefficients �0,1A,` are defined in (12.1.18 ).

Example 12.1.9. For � = 1, we have A1 = ` − 1 and:

ℎ
A ,o
1;` =

1

2

1

`21!

(
`1

{
` + 1
` − 1

}
− 1A

2
`1+1

{
`

` − 1

}
+

(
1A (A − 1)

6
+ 1(1 − 1)A2

8

)
`1+2

{
` − 1

` − 1

})
.

Using the following expressions for Stirling numbers{
` + 1
` − 1

}
=
`(` − 1) (3`2 + ` − 2)

24
,

{
` + 1
` − 1

}
=
`(` − 1)

2
,

{
` − 1

` − 1

}
= 1,

together with A1 = ` − 1, we obtain the closed formula (where we denote A = 2B):

ℎ
A ,o
1;` =

B2

12

`1−1

(1 − 1)!

(
` + 1

B

)
. (12.1.22)

In the following we compute the genus one spin Hurwitz numbers via topological recursion,
implemented through the software Mathematica [Wol ]. Employing the symmetric properties
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12. A spin Bouchard–Mariño conjecture and ELSV formula

of the spectral curve (12.1.1 ), the Taylor expansion of the Galois involutions around each
ramification point (cf. Section 2.3 ) read:

f0(I) = 00 − (I − 00) − (2B)
1
2B 2B−3

3 (I − 00)
2 − (2B) 2

2B
(2B−3)2

9 (I − 00)3

− (2B) 3
2B 76B3−360B2+525B−270

250 (I − 00)4 +$
(
(I − 00)5

)
,

f8 (I) = �8f0(�−8I).

where 08 = (2B)−
1
2B �8 , � = 4

ic
B . As a consequence, the (1, 1)-correlators turn out to be

l
A ,o
1,1 (I) = 3

B−1∑
8=0

1

08
�

(
A;
I

08

)
, � (A; I) = I(I4 − BI2 + 1 + B)

24B(1 − I2)3 .

A simple computation shows that

l
A ,o
1,1 (I) = 3

( (
BI

1 − 2BI2B
3

3I
+ 1

)
BI2B−1

12(1 − 2BI2B)

)
= 3

∑
1≥1

B2

12

`1−1

(1 − 1)!

(
` + 1

B

)
4`G (I) ,

where again ` = 2B1 − 1. In the last equation, we used the expansion of the Lambert function,
Equation (9.2.24 ), and some algebraic manipulations that we omit. In particular, this confirms
Conjecture 12.1.2 for (�, =) = (1, 1).

� ` ℎ
2,o
�;`

0

1 1

3 1
3

5 1
2

7 7
6

9 27
8

1

1 1
6

3 1

5 25
4

7 343
9

9 2645
13

2

1 1
72

3 13
8

5 5975
144

7 1409387
2160

9 2556603
320

� ` ℎ
4,o
�;`

0

1 1

5 1
5

9 1
2

13 13
6

17 289
24

1

3 7
6

7 35
2

11 2783
12

15 11625
4

19 1694173
48

2

1 1
20

5 451
8

9 84987
20

13 12793131
80

17 416853311
96

� ` ℎ
6,o
�;`

0

1 1

7 1
7

13 1
2

19 19
6

25 625
24

1

5 4

11 187
2

17 3757
2

23 425845
12

29 7780091
12

2

3 49
12

9 11109
4

15 2134515
8

21 14054082

27 88146516681
160

Table 12.1: One-part spin single Hurwitz numbers computed via topological recursion. The
numbers agree with the neutral fermion computations of Proposition 12.1.8 .
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� (`1, `2) ℎ
2,o
�;`

0

(1, 1) 1

(3, 1) 9
4

(5, 1) 125
18

(3, 3) 27
4

(5, 3) 375
16

(5, 5) 3125
36

1

(1, 1) 5
6

(3, 1) 17
2

(5, 1) 925
12

(3, 3) 99
2

(5, 3) 1425
4

(5, 5) 53125
24

� (`1, `2) ℎ
4,o
�;`

0

(3, 1) 3

(7, 1) 49
4

(5, 3) 75
4

(9, 3) 243
2

(7, 5) 1225
12

(9, 7) 11907
16

1

(1, 1) 3
2

(5, 1) 115
2

(3, 3) 40

(7, 3) 784

(5, 5) 4025
6

(7, 7) 30184
3

� (`1, `2, `3) ℎ
2,o
�;`

0

(1, 1, 1) 4

(3, 1, 1) 12

(5, 1, 1) 50

(3, 3, 1) 36

(3, 3, 3) 108

(5, 3, 1) 150

(5, 3, 3) 450

(5, 5, 1) 625

(5, 5, 3) 1875

(5, 5, 5) 15625
2

Table 12.2: More spin single Hurwitz numbers computed via topological recursion. In genus
zero, the numbers agree with the non-spin Hurwitz numbers (see Proposition 12.1.4 ).

12.2 — Equivariant topological recursion

A central point in the original formulation of topological recursion by Eynard and Orantin is
that the germ of the bidifferential � near the ramification points has a double pole along the
diagonal and no other pole. The spectral curve defined by Equation (12.1.1 ) does not satisfy
this constraint. However, the particular Z/2Z symmetry realised by the map I ↦→ −I will allow
us to reduce the computation to half of the ramification points, where we can actually apply
the original formulation of topological recursion.
More generally, in this section we develop a theory of topological recursion for spectral curves
whose associated bidifferential has poles at different ramification points, but satisfying a certain
symmetry. The spectral curve (12.1.1 ) is a specific example of such a curve with symmetries,
and we will use the theory developed in this section to find the ELSV-type formula associated
with this spectral curve in Section 12.3 .

12.2.1 — Global to local spectral curves with symmetries

In the following, we denote by � a finite group, and by 4 ∈ � its unit.

Definition 12.2.1. A �-equivariant spectral curve is the data S = (�, q, G, ~, �, j, h, V) of

• a Riemann surface�, not necessarily compact nor connected, with a free action q : �×� →
�, which we will often write q(W, I) = qWI = WI,

• a function G : � → C such that its differential 3G is meromorphic and has finitely many
zeros 01, . . . , 0A that are simple (called ramification points),

• a meromorphic function ~ : � → C that is holomorphic at the ramification points and
such that 3~ is non-zero at the ramification points,
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12. A spin Bouchard–Mariño conjecture and ELSV formula

• a symmetric bidifferential � on � × �,

• three one-dimensional representations j, h, V : � → C×,

such that for any W ∈ �

3G(WI) = jW 3G(I), ~(WI) = hW ~(I), �(WI1, I2) = VW �(I1, I2), (12.2.1)

and �(I1, I2) − ��,V (I1, I2) is holomorphic as I1 → WI2, where

��,V (I1, I2) =
1

|� |
∑
[∈�

V−1[
3 ([I1)3I2
([I1 − I2)2

. (12.2.2)

The topological recursion is defined by the usual Equation (2.3.9 ).

Example 12.2.2. Identifying Z/2Z with { ± }, then the spectral curve in Conjecture 12.1.2 is a
Z/2Z-equivariant spectral curve with q±I = ±I, j the trivial representation, and h = V the sign
representation.

Lemma 12.2.3. For any �-equivariant spectral curve as in Definition 12.2.1 , we have V2 = 1, i.e.
V : � → {±1}.

Proof. It is sufficient to consider the polar part ��,V as I1 approaches any element of the�-orbit
of I2. Let W ∈ �; then

VW�
�,V (I1, I2) = ��,V (qWI1, I2) =

1

|� |
∑
[∈�

V−1[
3 (q[qWI1)3I2
(q[qWI1 − I2)2

=
1

|� |
∑
[∈�

V−1[
3 (qWqW−1[WI1)3I2
(qWqW−1[WI1 − I2)2

∼ 1

|� |
∑
[′∈�

V−1
W[′W−1

3 (q[′I1)3 (q−1W I2)
(q[′I1 − q−1W I2)2

= ��,V (I1, q−1W I2) = V−1W ��,V (I1, I2),

using that V is one-dimensional, and where ∼means “equality up to holomorphic terms”. It
follows that V2W = 1 for all W ∈ �, so V2 = 1. �

Let 0 be a fixed ramification point. Then 3G(W0) = jW3G(0) = 0, so W0 is a ramification point as
well. Choose a local coordinate Z4 such that Z4 (0) = 0 and G(I) = Z4 (I)2 + G(0) around I = 0
(we call such a coordinate adapted to G at 0). Also choose a square root √j, i.e. a function√
j : � → C× such that (√j)2W = jW . We also require (√j)4 = 1, but √j is not necessarily an

homeomorphism. Then near W0 we have a local coordinate defined by ZW (I) = (
√
j)WZ4 (W−1I).

Indeed, we get ZW (W0) = 0 and, as G(I) = jWG(W−1I) + � (I) for some locally constant �, around
I = W0 we find

G(I) = jWG(W−1I) + � (I) = jWZ4 (W−1I)2 + G(0) + � (I) = ZW (I)2 + G(W0). (12.2.3)

Therefore, ZW is a local coordinate adapted to G at W0. Note that the ambiguity in the choice of√
j corresponds to the fact that −ZW is also a local coordinate adapted to G at W0.

249



IV. Spin Hurwitz theory

We define the times as the Taylor coefficients of ~ in these coordinates as I → W0:

~ =
∑
:≥0

C:,WZ
:
W , (12.2.4)

Then, around I = W0,∑
:≥0

C:,WZ
:
W (I) = ~(I) = hW~(W−1I) = hW

∑
:≥0

C:,4Z
:
4 (W−1I) =

∑
:≥0
(hW (
√
j)−:W ℎ4:)Z

:
W (I), (12.2.5)

so C:,W = hW (
√
j)−:W C:,4. Similarly, define jumps as the Taylor coefficients of � in these coordi-

nates as I1 → W10, I2 → W20:

� =
VW1W2

|� |
3ZW13ZW2

(ZW1 − ZW2)2
+

∑
:1,:2≥0

D (:1,W1) , (:2,W2) Z
:1
W1
Z :2W2 3ZW13ZW2 . (12.2.6)

This expansion is justified by the assumption � = ��,V up to holomorphic terms. Moreover,
we have D (:1,W1) , (:2,W2) = D (:2,W2) , (:1,W1) by symmetry of �, and by expanding around I8 = W80,
we find D (:1,W1) , (:2,W2) = VW1W2 (

√
j)−:1−1W1 (√j)−:2−1W2 D (:1,4) , (:2,4) .

This analysis is local around �-orbits of ramification points. If we have B |� | ramification points
{08}8∈� such that the index set � has a free �-action � × � → � : (W, 8) ↦→ W8 and W08 = 0W8 , then
in the same way we can choose a system of representatives {08}8∈ �̄ of the �-action and local
coordinates Z8 adapted to G around 08 such that ZW8 (I) = (

√
j)WZ8 (q−1W I) for 8 ∈ �̄. And then

with the expansions

~ =
∑
:≥0

C:,8Z
:
8 ,

� =

∑
W∈� VWX81,W82
|� |

3Z813Z82

(Z81 − Z82)2
+

∑
:1,:2≥0

D (:1,8) , (:2,82) Z
:1
81
Z
:2
82
3Z813Z82 ,

(12.2.7)

we get the relations

C:,W8 = hW (
√
j)−:W C:,8 ,

{
D (:1,81) , (:2,82) = D (:2,82) , (:1,81)

D (:2,W282) , (:1,W181) = VW1W2 (
√
j)−:1−1W1 (√j)−:2−1W2 D (:1,81) , (:2,82)

(12.2.8)
for 8, 81, 82 ∈ �̄. This is the structure for the local �-equivariant spectral curve, as defined in the
next subsection.

12.2.2 — The quotient of a local equivariant curve

Definition 12.2.4. For a fixed B ≥ 1, a local �-equivariant spectral curve S� is given by the
following data: we fix an index set � of size B |� |, with free�-action and system of representatives
�̄, and as above three one-dimensional representations j, h, V of � such that V2 = 1, along with
a square root √j. The curve is ⊔

8∈� SpecCÈZ8É, with ZW8 = (
√
j)WZ8 for 8 ∈ �̄, and

G(Z8) = Z28 + U8 , ~(Z8) =
∑
:≥0

C:,8Z
:
8 , (12.2.9)

and

�(Z81 , Z82) =
∑
W∈� VWX81,W82
|� |

3Z813Z82

(Z81 − Z82)2
+

∑
:1,:2≥0

D (:1,8) , (:2,82) Z
:1
81
Z
:2
82
3Z813Z82 (12.2.10)

with coefficients satisfying (12.2.8 ).
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To lighten the notation, we may write Z for any Z8 if the index is not important. For multidiffer-
entials, we may also use an index in {0, . . . , =} to denote which argument we mean. We define
the topological recursion correlators as usual:

l�,=+1(Z0, ZÈ=É) =
∑
8∈�

Res
Z8=0

 (Z0, Z8)
(
l�−1,=+2(Z8 ,−Z8 , ZÈ=É)

+
no (0,1)∑
�1+�2=�
�1t�2=È=É

l�1,1+|�1 | (Z8 , Z�1) l�2,1+|�2 | (−Z8 , Z�2)
)
,

(12.2.11)

where

 (Z0, Z8) =
1

2

∫ Z8
−Z8

�(Z0, ·)(
~(Z8) − ~(−Z8)

)
3G(Z8)

. (12.2.12)

Lemma 12.2.5. All of the l�,= constructed via (12.2.11 ) (i.e those with 2� − 2 + = > 0) are
�-equivariant in any of the individual variables: for any 1 ≤ < ≤ =,

l�,= (ZÈ<−1É, ZW8,<, ZÈ<+1,=É) = VWl�,= (ZÈ<−1É, Z8,<, ZÈ<+1,=É). (12.2.13)

Proof. This is a standard induction argument. Noting that l0,1 does not occur in Equa-
tion (12.2.11 ), and the base casel0,2 = � follows immediately fromEquations (12.2.8 ) to (12.2.10 ).
For the induction step, there are two cases: if < > 1, it follows immediately from the induction
hypothesis and the shape of (12.2.11 ). If < = 1, it follows from (12.2.11 ) together with

 (ZW8,0, Z 9) =

∫ Z 9
−Z 9

�(ZW8,0, ·)

2(l0,1(Z 9) − l0,1(−Z 9))
=

∫ Z 9
−Z 9

VW�(Z8,0, ·)

2(l0,1(Z 9) − l0,1(−Z 9))
= VW (Z8,0, Z 9).

�

Definition 12.2.6. Let S� be a �-equivariant spectral curve. The �-quotient spectral curve or
reduced local spectral curve S�/� = Sred associated to S� is the curve

⊔
8∈ �̄ SpecCÈZ8É, with

the same G, ~, and � restricted to this curve. Then define the reduced correlators lred
�,= via the

usual (non-equivariant) local topological recursion on Sred. The reduced correlators can be
extended to the full index range � by �-equivariance as in Lemma 12.2.5 ; we will denote these
extended reduced correlators by the same symbols.

The main point of considering Sred is that the bidifferential �, once restricted to the reduced
curve, has double poles along the diagonal only. The next proposition states that correlators
computed on the equivariant spectral curve S� coincide with the reduced correlators, up to a
global power of |� |.

Proposition 12.2.7. For a local �-spectral curve S� , the correlators l�,= defined via Equa-
tion (12.2.11 ) are zero, unless j · h = V, in which case they are equal to the extended reduced
correlators lred

�,= defined via Sred, up to powers of |� |:

l�,= (ZÈ=É) = |� |2�−2+=lred
�,= (ZÈ=É). (12.2.14)

Proof. This is again proved by induction. The main step is the reduction of the sum over B |� |
ramification points in Equation (12.2.11 ) to a sum over B ramification points. For this, we need

 (Z0, ZW8) = VWj−1W h−1W  (Z0, Z8).
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By Lemma 12.2.5 , we may as well prove the equality on Sred, i.e. with indices restricted to �̄.
Then, from the definitions, we see

l0,2(Z1, Z2) = lred
0,2(Z1, Z2),  (Z0, Z) =  red(Z0, Z).

For the induction step, we calculate

l�,=+1(Z0, ZÈ=É) =
∑
8∈�

Res
Z8=0

 (Z0, Z8)
(
l�−1,=+2(Z8 ,−Z8 , ZÈ=É)

+
∑

�1+�2=�
�1t�2=È=É

l�1,1+|�1 | (Z8 , Z�1) l�2,1+|�2 | (−Z8 , Z�2)
)

=
∑
W∈�
8∈ �̄

Res
Z8=0

 (Z0, Z8)VWj−1W h−1W
(
V2Wl�−1,=+2(Z8 ,−Z8 , ZÈ=É)

+
∑

�1+�2=�
�1t�2=È=É

VWl�1,1+|�1 | (Z8 , Z�1) VWl�2,1+|�2 | (−Z8 , Z�2)
)

=
∑
8∈ �̄
|� |Xjh,V Res

Z8=0
 (Z0, Z8)

(
l�−1,=+2(Z8 ,−Z8 , ZÈ=É)

+
∑

�1+�2=�
�1t�2=È=É

l�1,1+|�1 | (Z8 , Z�1) l�2,1+|�2 | (−Z8 , Z�2)
)

= |� |2�−2+(=+1)Xjh,V
∑
8∈ �̄

Res
Z8=0

 red(Z0, Z8)
(
lred
�−1,=+2(Z8 ,−Z8 , ZÈ=É)

+
∑

�1+�2=�
�1t�2=È=É

lred
�1,1+|�1 | (Z8 , Z�1) l

red
�2,1+|�2 | (−Z8 , Z�2)

)
= Xjh,V |� |2�−2+(=+1)lred

�,=+1(Z0, ZÈ=É).

The first equality is the definition, the second applies equivariance, the third gathers characters.
The fourth equality applies the induction hypothesis and gathers factors of |� |, and the last is
the definition of the reduced correlators. �

Corollary 12.2.8. The correlators calculated on S� are invariant under permutation of the
variables.

Proof. This symmetry is well-known for usual Eynard–Orantin topological recursion [EO07a ]
(see also [ABCO17 ] for an algebraic proof). Therefore, it follows immediately from Proposi-
tion 12.2.7 . �

Because of Proposition 12.2.7 , we propose the following definition:

Definition 12.2.9. Let � be a finite group. A (local) �-spectral curve is a (local) �-equivariant
spectral curve as in Definition 12.2.1 , respectively Definition 12.2.4 , such that jh = V.

Thus, �-spectral curves are those �-equivariant curves for which the stable correlators are not
necessarily trivial due to Proposition 12.2.7 .
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12. A spin Bouchard–Mariño conjecture and ELSV formula

12.3 — A CohFT for spin single Hurwitz numbers

We can now apply the Eynard–DOSS correspondence to express spin single Hurwitz numbers
with completed cycles as a certain CohFT on the moduli space of curves, intersected with
powers of k-classes. Throughout this section, we consider A = 2B to be an even, positive integer.
Recall the conjectural spectral curve on P1 for spin single Hurwitz numbers with (A + 1)-
completed cycles:

G(I) = log(I) − I2B, ~(I) = I, �(I1, I2) =
1

2

(
1

(I1 − I2)2
+ 1

(I1 + I2)2

)
3I13I2. (12.3.1)

It is Z/2Z-spectral curve, with j the trivial representation, and h = V the sign representation.
The ramification points of the full spectral curve are given by

08 =
�8

(2B) 1
2B

, � = 4
ic
B , 8 = 0, 1, . . . , 2B − 1, (12.3.2)

with Z/2Z-action given by (−1).8 ≡ 8 + B (mod B). Here we identify Z/2Z with {±1}. Thus,
we can choose the system of representative ramification points to be �̄ = { 0, . . . , B − 1 }. As a
consequence of Proposition 12.2.7 , together with a rescaling of � (cf. Theorem 2.3.6 ), we get
the following result.

Lemma 12.3.1. Consider the spectral curve on P1 given by

G(I) = log(I) − I2B, ~(I) = I, �̂(I1, I2) =
(

1

(I1 − I2)2
+ 1

(I1 + I2)2

)
3I13I2. (12.3.3)

Denote by l̂A ,o�,= the multidifferentials obtained by summing over the ramification points indexed
by {0, . . . , B − 1}. Then

lA ,o�,= (I1, . . . , I=) = 21−�−=l̂A ,o�,= (I1, . . . , I=). (12.3.4)

Proof. Reducing the set of ramification points to �̄ gives a factor of 22�−2+=, while the rescaling
� ↦→ �̂ = 1

2� gives a factor of 2−3�+3−2=. �

The main consequence of the above lemma is that we can safely apply the Eynard–DOSS
correspondence, Theorem 2.3.12 . Indeed, although we do not sum over all zeros of 3G, one can
easily check that this does not spoil the argument of [Eyn11 ; DOSS14 ]: the computation to
express the multidifferentials as a sum over stable graphs is local, and the expression of the edge
weights in terms of the '-matrix of Equation (2.3.25 ) only requires a compact curve and 3G
meromorphic.

Let us choose 2[8] = − i√
4B

and 2 = (2B) 1
2B +1, so that we have local expansions

G = −1
2

Z2
8

2B
+ G(08), ~ = 08 +

08

2B
Z8 +$ (Z28 ). (12.3.5)

With this choice, Δ8 = 08
2B and C

8 = � 8

2B . Moreover, the underlying TFT on + = C 〈40, . . . , 4B−1〉 is
given by

[(48 , 4 9) = X8, 9 , 1 =

B−1∑
8=0

�8

2B
48 , sA ,o�,= (481 ⊗ · · · ⊗ 48=) = X81,...,8=

( �8
2B

) −2�+2−=
. (12.3.6)
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IV. Spin Hurwitz theory

Let us compute now the other ingredients for the Eynard–DOSS formula (cf. [LPSZ17 ] for
similar computations).

Lemma 12.3.2. The auxiliary functions, '-matrix and translation associated to the spectral curve
(12.3.1 ) are given by

b8 (I) = 2Δ8
I

02
8
− I2

, (12.3.7)

'−1(D) 9
8
=

1

B

B−1∑
:=0

� (2:+1) ( 9−8) exp

(
−
∞∑
<=1

�<+1( 2:+12B )
<(< + 1) (−D)

<

)
, (12.3.8)

)̂ 8 (D) =
∞∑
<=1

�<+1( 12B )
<(< + 1) (−D)

<. (12.3.9)

for 8, 9 = 0, . . . , B − 1. Moreover ~ and � are compatible, in the sense that Equation (2.3.31 ) is
satisfied.

Proof. For the auxiliary functions, we simply have

b8 (I) =
∫ I �̂(Z8 , I)

3Z8

����
Z8=0

= Δ8
∫ I

(
1

(08 − I)2
+ 1

(08 + I)2

)
3I = 2Δ8

I

02
8
− I2

.

For the '-matrix, inserting the expression for b8 in the definition of the '-matrix and integrating
by parts, we get

'−1(D) 9
8
= −

√
D

2c

∫
R

3b8 (Z 9)4−
1
2D Z

2
9

= − 2Δ8
√
2cD

∫
R

I(Z 9)
02
8
− I2(Z 9)

4
− 1

2D Z
2
9 Z 9 3Z 9 .

We perform now the change of variable Z 9 ↦→ | determined by I = � 9

(2B)
1
2B
|

1
2B . We find

−1
2

Z2
9

2B
= G − G(0 9) =

1

2B

(
1 − | + log(|)

)
,

and differentiating both sides we get −Z3Z = ( 1
|
− 1)3|. Note also that | runs along the Hankel

contour �� when Z 9 runs from −∞ to +∞. As a consequence,

'−1(D) 9
8
=

2Δ8
√
2cD

∫
��

� 9 (2B)− 1
2B|

1
2B

�28 (2B)− 1
B − �2 9 (2B)− 1

B |
1
B

4
1
D
(1−|+log(|))

(
1

|
− 1

)
3|

=
� 9−8

B
√
2cD

∫
��

|
1
2B−1 1 − |

1 − �2( 9−8)| 1
B

4
1
D
(1−|+log(|))3|.

On the other hand, we have the geometric progression formula

1 − |
1 − �2( 9−8)| 1

B

=

B−1∑
:=0

�2: ( 9−8)|
:
B
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12. A spin Bouchard–Mariño conjecture and ELSV formula

and the asymptotic expansion for the reciprocal of the Gamma function, Equation (9.2.15 ), so
that

'−1(D) 9
8
=

4
1
D

B
√
2cD

B−1∑
:=0

� (2:+1) ( 9−8)
∫
��

|
2:+1
2B −1+

1
D 4−

|
D 3|

=
4

1
D

B

√
D

2c

B−1∑
:=0

� (2:+1) ( 9−8)
∫
��

(D|) 2:+12B −1+
1
D 4−|3| rescaling | ↦→ D|

∼ 1

B

B−1∑
:=0

� (2:+1) ( 9−8) exp

( ∞∑
<=1

�<+1(1 − 2:+1
2B )

<(< + 1) D<

)
.

We conclude using the property �<+1(1 − 0) = (−1)<+1�<+1(0). The translation is given by
(2.3.30 ) and therefore does not depend on the (0, 2)-correlator, but only on G and ~. Therefore,
we can use the result of [LPSZ17 , Lemma 4.1] which, with the special case and change of
notation B = 1 and A = 2B, computes the relevant integral for the spectral curve for non-spin
Hurwitz number with completed cycles, with the same G and ~. The result is

Δ8

√
2cD

∫
R

3~4−
Z2
8
2D ∼ exp

(
−
∞∑
<=1

�<+1( 12B )
<(< + 1) (−D)

<

)
and dividing by Δ8 gives the result. For the compatibility, we need to check that

1
√
2cD

∫
R

3~4−
Z2
9

2D ∼
B−1∑
8=0

'−1(D) 9
8
Δ8 .

The left-hand side is given above, while the right-hand side follows from the formula for the
'-matrix elements:

B−1∑
8=0

'−1(D) 9
8
Δ8 ∼ 1

B

B−1∑
8=0

B−1∑
:=0

� (2:+1) ( 9−8) exp

(
−
∞∑
<=1

�<+1( 2:+12B )
<(< + 1) (−D)

<

)
�8

(2B) 1
2B +1

=
1

(2B) 1
2B +1

B−1∑
:=0

(
1

B

B−1∑
8=0

�−2:8
)
� (2:+1) 9 exp

(
−
∞∑
<=1

�<+1( 2:+12B )
<(< + 1) (−D)

<

)
=

� 9

(2B) 1
2B +1

exp

(
−
∞∑
<=1

�<+1( 12B )
<(< + 1) (−D)

<

)
.

So the two sides are indeed equal. �

Consider now the change of basis on the vector space underlying the CohFT, from (40, . . . , 4B−1)
to ({0, . . . , {B−1):

{0 =

B−1∑
8=0

� (20+1)8

2B
48 , 48 = 2

B−1∑
0=0

�−(20+1)8{0 . (12.3.10)

In the following lemma, the indices of the Kronecker deltas are taken modulo B.

Lemma 12.3.3. In the basis ({0, . . . , {B−1), the following holds.
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IV. Spin Hurwitz theory

• The underlying topological field theory is given by

[({0, {1) =
1

4B
X0+1+1 sA ,o�,= ({01 ⊗ · · · ⊗ {0=) =

(2B)2�−1
2

X01+···+0=−�+1. (12.3.11)

Moreover, the unit is given by {0.

• The '-matrix is given by

'−1(D) = exp

(
−
∞∑
<=1

diagB−10=0

(
�<+1( 20+12B )

)
<(< + 1) (−D)<

)
. (12.3.12)

• The auxiliary functions \0 = 2
∑B−1
8=0 �

−(20+1)8b8 are given by

\0 (I) = 2(2B) 2B−20−12B

∞∑
<=0

(2B< + 2B − 20 − 1)<
<!

4 (2B<+2B−20−1)G (I) . (12.3.13)

Proof. The pairing is given by a simple computation:

[({0, {1) =
1

(2B)2
B−1∑
8, 9=0

� (20+1)8+(21+1) 9[(48 , 4 9) =
1

(2B)2
B−1∑
8=0

�2(0+1+1)8 =
1

4B
X0+1+1.

Similarly for the TFT and the '-matrix elements. To conclude, let us compute the expansion of
the auxiliary functions after the change of basis:

\0 (I) = 2

B−1∑
8=0

�−(20+1)8b8 (I) = 4I

(2B) 1
2B +1

B−1∑
8=0

�−208
1

02
8
− I2

=
2((2B) 1

2B I)2B−20−1
1 − 2BI2B

.

On the other hand, the spectral curve equation express ~ = I in terms of G through the Lambert
,-function:

I =

(
, (−2B42BG)
−2B

) 1
2B

.

In particular, from the relation 3IU

3G
= U IU

1−2BI2B with U = 2B − 20 − 1, we find that

\0 =
2(2B) 2B−20−12B

2B − 20 − 1

3I2B−20−1

3G
=

2

(2B − 20 − 1)
3

3G

(
−, (−2B42BG)

) 2B−20−1
2B .

We can now use the expansion given in Equation (9.2.24 ) to finally get

\0 =
2

B

3

3G

∞∑
<=0

(< + 2B−20−1
2B )<−1

<!
(2B42BG)<+ 2B−20−12B

= 2(2B) 2B−20−12B

∞∑
<=0

(2B< + 2B − 20 − 1)<
<!

4 (2B<+2B−20−1)G .

�

We can now express the cohomological field theory Ω
A ,o
�,= = '.s

A ,o
�,= as a sum over stable graphs.

Because of the simple expression of the underlying topological field theory and '-matrix,
the result can be expressed in a concise way through weighted stable graphs. The following
definition is an adaptation of [JPPZ17 , Subsection 1.1] to our setting.
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12. A spin Bouchard–Mariño conjecture and ELSV formula

Definition 12.3.4. Let Γ ∈ G�,= be a stable graph of type (�, =), and consider some weights
0 = (01, . . . , 0=), 0 ≤ 08 ≤ B − 1, satisfying the modular constraint

∑=
8=1 08 ≡ � − 1 (mod B). A

spin weighting modulo B of Γ is a map | : �Γ → { 0, . . . , B − 1 } satisfying the following modular
constraints.

• Vertex conditions. For every vertex { ∈ +Γ,∑
ℎ∈�Γ ({)

|(ℎ) ≡ �({) − 1 (mod B). (12.3.14)

• Edge conditions. For every edge 4 = (ℎ, ℎ′) ∈ �Γ,

|(ℎ) + |(ℎ′) ≡ −1 (mod B). (12.3.15)

• Leaf conditions. For every leaf _8 ∈ ΛΓ corresponding to the marking 8 ∈ { 1, . . . , = },

|(_8) ≡ 08 (mod B). (12.3.16)

Denote by, B,o

Γ
(0) the set of spin weighting modulo B of Γ.

Proposition 12.3.5. The CohFT Ω
A ,o
�,= = '.s

A ,o
�,= evaluated at {01 ⊗ · · · ⊗ {0= is given by the

following sum over stable graphs

22�−2
∑

Γ∈G�,=

∑
|∈, B,\

Γ
(0)

B2�−1−ℎ
1 (Γ)

|Aut(Γ) | bΓ,∗
∏
{∈+Γ

exp

(∑
<≥1

(−1)<�<+1( 12B )
<(< + 1) ^<({)

)

×
∏
4∈�Γ

4=(ℎ,ℎ′)

1 − exp
(
−∑

<≥1
(−1)<�<+1 ( 2| (ℎ)+12B )

<(<+1)
(
(kℎ)< − (−kℎ′)<

) )
kℎ + kℎ′

×
∏
_8 ∈ΛΓ

exp

(
−

∑
<≥1

(−1)<�<+1( 208+12B )
<(< + 1) k<_8

)
(12.3.17)

if
∑=
8=1 08 ≡ � − 1 (mod B), and zero otherwise.

Proof. From Lemma 12.3.3 and the definition of unit-preserving '-matrix action, we get the
following expression for ΩA ,o�,= ({01 ⊗ · · · ⊗ {0=):∑

Γ∈G�,=

∑
|∈, B,o

Γ
(0)

1

|Aut(Γ) | bΓ,∗
∏
{∈+Γ

(2B)2�({)−1
2

exp

(∑
<≥1

(−1)<�<+1( 12B )
<(< + 1) ^<({)

)

×
∏
4∈�Γ

4=(ℎ,ℎ′)

(4B) ·
1 − exp

(
−∑

<≥1
(−1)<�<+1 ( 2| (ℎ)+12B )

<(<+1)
(
(kℎ)< − (−kℎ′)<

) )
kℎ + kℎ′

×
∏
_8 ∈ΛΓ

exp

(
−

∑
<≥1

(−1)<�<+1( 208+12B )
<(< + 1) k<_8

)
.
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if
∑=
8=1 08 ≡ � − 1 (mod B), and zero otherwise. The spin weightings modulo B are simply

keeping track of the Kronecker deltas in the TFT and the '-matrix. Collecting the powers of B,
we get the exponent

|�Γ | +
∑
{∈+Γ
(2�({) − 1) = 2� − 1 − ℎ1(Γ),

and collecting the powers of 2, we find the exponent

2|�Γ | + 2
∑
{∈+Γ
(�({) − 1) = 2� − 2.

�

We have all the ingredients now to state the main result of this section.

Theorem 12.3.6 (Spin ELSV formula). Conjecture 12.1.2 is equivalent to the following state-
ment. For A = 2B and ` = (`1, . . . , `=) ∈ OP3 , the spin single Hurwitz numbers are given by

ℎA ,o�;` = 21−�A
(A+1) (2�−2+=)+3

A

(
=∏
8=1

( `8
A

) [`8 ]
[`8]!

) ∫
M�,=

Ω
A ,o
�,= ({〈`1 〉 ⊗ · · · ⊗ {〈`= 〉)∏=

8=1(1 −
`8
A
k8)

. (12.3.18)

Here we wrote `8 = A [`8] + A − (2 〈`8〉 + 1), with 0 ≤ 〈`8〉 ≤ B − 1.

Proof. Combining Lemma 12.3.1 and the Eynard–DOSS formula of Theorem 2.3.12 in the
basis ({0, . . . , {B−1), we find that the topological recursion amplitudes lA ,o�,= computed on the
spin Hurwitz numbers spectral curve are given by

21−�−= (2B)
(2B+1) (2�−2+=)

2B

B−1∑
01,...,0==0

∫
M�,=

ΩA ,o�,= ({0)
=∏
8=1

(∑
:8≥0

k
:8
8
3\:8 ,08 (I8)

)
,

where {0 = {01 ⊗ · · · ⊗ {0= . With our choice of constants 2[8], we have − 1
Z8

3
3Z8

= 1
2B

3
3G
. Thus,

l
A ,o
�,= is given by

31 · · · 3=
∑

0≤01,...,0=<B
:1,...,:=≥0

∫
M�,=

ΩA ,o�,= ({0) 21−�−= (2B)
(2B+1) (2�−2+=)

2B

=∏
8=1

(
k8

2B

3

3G

) :8
\08 (I8)

= 31 · · · 3=
∑

0≤01,...,0=<B
:1,...,:=≥0

∫
M�,=

ΩA ,o�,= ({0) 21−�(2B)
(2B+1) (2�−2+=)+∑8 (2B−208−1)

2B

×
=∏
8=1

(
k8

2B

) :8 ∑
<8≥0

(2B<8 + 2B − 208 − 1)<8+:8
<8!

4 (2B<8+2B−208−1)G (I8) .

For ` odd, let us write ` = 2B[`] +2B−(2 〈`〉+1). Then, after substituting `8 = 2B<8+2B−208−1,
the above formula reads

31 · · · 3=
∑

`1,...,`=>0
`8 odd

∫
M�,=

Ω
A ,o
�,= ({〈`〉)∏=

8=1(1 −
`8
2Bk8)

21−�(2B)
(2B+1) (2�−2+=)+|` |

2B

=∏
8=1

( `8
2B

) [`8 ]
[`8]!

4`8 G (I8) .

Comparing the above expression for lA ,o�,= (I1, . . . , I=) with the statement of Conjecture 12.1.2 ,
we get the thesis. �
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Example 12.3.7 (The case (�, =) = (1, 1)). Let us explicitly write the CohFT for � = = = 1. We
have ΩA ,o1,1 (0) = ContΓ +

bΓ′,∗
2 ContΓ′, where the stable graphs are

Γ = 1 and Γ′ = 0

and their contributions are given by

ContΓ = X0,0 B

(
1 −

�2( 12B )
2

^1

) (
1 +

�2( 12B )
2

k1

)
∈ �•(M1,1),

ContΓ′ = X0,0

(
−
B−1∑
|=0

�2( 2|+12B )
2

)
∈ �•(M0,3).

Using the relations ^1 = k1 and bΓ′,∗
2 [pt] = 12k1, together with the Bernoulli polynomial

identity −12B∑B−1
|=0 �2( 2|+12B ) = 1, we find

Ω
A ,o
1,1 (0) = X0,0

(
B + k1

2B

)
.

In particular, the ELSV for � = = = 1, ` = 2B1 − 1 reads

ℎ
A ,o
1;` = 4B2

`1−1

(1 − 1)!

∫
M1,1

(
B + k1

2B

) (
1 + `

2B
k1

)
= 4B2

`1−1

(1 − 1)!

(∫
M1,1

k1

) (
`

2
+ 1

2B

)
=
B2

12

`1−1

(1 − 1)!

(
` + 1

B

)
which coincides with the expression of Equation (12.1.22 ) obtained via Fock space computations.

Remark 12.3.8. For the special case A = 2, i.e. B = 1, we can use Proposition 2.2.13 to write
the (1-dimensional) CohFT Ω

2,o
�,= (1⊗=) in exponential form. Moreover, thanks to the Bernoulli

polynomials property �<+1( 12 ) = (2
−<−1)�<+1 andMumford’s formula (2.2.26 ), we can rewrite

the CohFT Ω
2,o
�,= (1⊗=) as a product of two Hodge classes:

22�−2 exp

(
−

∑
<≥1

�<+1( 12 )
<(< + 1)

(
^< −

=∑
8=1

k<8 + X<
) )

= 22�−2 Λ(1)Λ(−1
2 ) . (12.3.19)

In particular, the ELSV formula for `8 = 218 − 1 reads

ℎ2,o�;` = 24�−4+2=

(
=∏
8=1

`
18−1
8

(18 − 1)!

) ∫
M�,=

Λ(1)Λ(−1
2 )∏=

8=1

(
1 − `8

2 k8
) , (12.3.20)

expressing spin single Hurwitz numbers with 3-completed cycles in terms of double Hodge
integrals.
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IV. Spin Hurwitz theory

12.4 — The CohFT as spin Chiodo class

As explained in Section 2.6.1 , the (non-spin) single Hurwitz numbers with (A + 1)-completed
cycles can be expressed in terms of intersection numbers of the Chiodo class [Chi08b ] by
Zvonkine’s A-ELSV formula [Zvo06 ], proved to be equivalent to topological recursion in
[SSZ15 ]. In this section, we show that the cohomological field theoryΩA ,o of Proposition 12.3.5 

can be interpreted in a similar way. The main difference, as more often in the spin setting, is the
introduction of a sign and powers of 2.
Since we are going to modify Chiodo’s construction, let us recall the basic setup, which we
specialise to our setting. It should be noted that there are three different, but equivalent,
constructions of the compactified moduli space of spin bundles: by Jarvis [Jar98 ; Jar00 ] using
curves with �A -singularities at the nodes and relatively torsion-free sheaves, by Caporaso–
Casagrande–Cornalba [CCC07 ] using iterated blowups at nodes (bubbled curves), and by
Abramovich–Jarvis and Chiodo [AJ03 ; Chi08a ] using stacky curves with µA -automorphisms at
the nodes. For an excellent introduction into this theory, see [CZ09 ].
We fix a positive integer A as above. In [Ols07 ; Chi08a ], the authors construct alternative
compactifications ofM�,= adapted to spin structures. In particular, we will need the moduli
space of A-stable curves, for which the main result for us is stated below. The exact definition of
an A-stable curve is given in [Chi08b , Definition 2.1.1]. Informally, an A-stable curve is a nodal
one-dimensional stack, whose coarse space is stable, whose smooth locus is an algebraic space,
and whose nodes are described by[

Spec
(
�[I, |]/(I| − C)

)
/µA

]
→ Spec, (12.4.1)

for some C ∈ �, where µA is the group scheme of A-th roots of unity, and an element b ∈ µA acts
by (I, |) ↦→ (bI, b−1|).

Theorem 12.4.1 ([Ols07 ; Chi08a ]).

1. The moduli functorM�,= (A) of A-stable =-pointed curves of genus � forms a proper, smooth,
and irreducible Deligne–Mumford stack of dimension 3� − 3 + =, andM�,= (1) =M�,=.

2. If A = ;B, there is a natural surjective, finite, and flat morphism 5 AB : M�,= (A) → M�,= (B)
that is invertible on the open dense substack of smooth =-pointed genus � curves and
yields an isomorphism between coarse spaces (and hence on Chow and cohomology). The
morphism is not injective: indeed, the restriction to the substack of singular A-stable curves
has degree ; as a morphism between stacks.

Fix : ∈ Z and = numbers 0 ≤ <8 ≤ A − 1 satisfying the modular constraint
=∑
8=1

<8 ≡ : (2� − 2 + =) (mod A). (12.4.2)

For a genus � curve with = markings, define

 = l⊗:log

(
−

=∑
8=1

<8G8

)
. (12.4.3)

As we briefly explained in Section 2.2.2 , we will be interested in the moduli space of A-th roots
of  : line bundles ! such that !⊗A �  . In the smooth case, there is a natural torsor onM�,=
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12. A spin Bouchard–Mariño conjecture and ELSV formula

of curves with an A-th root of  . There are different ways of compactifying these, but the most
natural for us is the construction of [Chi08a ]: its compactification parametrises A-th roots of  
on A-stable curves. The main properties of this moduli stack are given below. We will write
< = (<1, . . . , <=).

Theorem 12.4.2 ([Chi08a , Theorem 4.6]).

1. The moduli functorMA ,:

�,< of A-th roots of  on A-stable curves forms a proper and smooth
stack of Deligne–Mumford type of dimension 3� − 3 + =. For : = <1 = · · · = <= = 0, the
stackMA ,:

�,< is a group stack G onM�,= (A). In generalMA ,:

�,< is a finite torsor onM�,= (A)
under G.

2. The morphism ? : MA ,:

�,< →M�,= (A) is étale. It factors through a morphism locally isomor-
phic to the classifying stack �µA → SpecC (a µA -gerbe) and a representable étale A2�-fold
cover; therefore it is has degree A2�−1.

Note that we need not restrict the<8 to lie between 0 and A−1. However, for any C = (C1, . . . , C=),
there are canonical equivalences

8C : M
A ,:

�,<+AC −→M
A ,:

�,<, (�, G, !) ↦−→
(
�, G, !

(∑=
8=1C8G8

) )
. (12.4.4)

We will use these maps implicitly to always reduce to 0 ≤ <8 ≤ A − 1. Similarly, there are
canonical equivalences

f : MA ,:+A
�,< −→MA ,:

�,<, (�, G, !) ↦−→ (�, G, ! ⊗ l−1). (12.4.5)

Moreover, if A = ;B, there is a map nAB : M
A ,:

�,< → M
B,:

�,< (mod B) , which takes the ;-th power of
the line bundle and the �µA -structure at the nodes (and incorporates the index restricting from
Equation (12.4.4 )). This factors through a µ;-gerbe and a representable ;2�-fold cover. We get
? ◦ nAB = 5 AB ◦ ?. In particular, for B = 1, we have nA1 = 5 A1 ◦ ?.
These moduli spaces have a universal curve and a universal A-th root

c : CA ,:�,< −→M
A ,:

�,<, L −→ CA ,:�,<. (12.4.6)

Moreover, there is a natural substack / ⊂ CA ,:�,< consisting of the nodes of the singular curves.
This has a double cover, 9 : / ′ → / , parametrising nodes of singular curves with a choice of
branch at the node. We denote its deck transformation, i.e. the map sending a node on a curve
with chosen branch to the same node with opposite branch, by ~ ↦→ ~̄. On / ′, there are two
natural line bundles whose fibres are the cotangent lines at the two branches of the node; we
denote their first Chern class by k and k̂.
A node with chosen branch ~ has two natural lines over it: L|~ and )∗~ �̃, where �̃ is the normal-
isation of �, both of which are µA -representations (by the local structure of A-stable curves at a
node). Let @(~) ∈ Z/AZ be the number defined by L|~ = ()∗~ �̃)⊗@ (~) as representations. This is
locally constant on / ′, and we get a decomposition

/ ′ =
⊔

@∈Z/AZ
/ ′@, 9@ = 9 |/ ′@ : /

′
@ →M

A ,:

�,<. (12.4.7)
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IV. Spin Hurwitz theory

Theorem 12.4.3 ([Chi08b , Theorem 1.1.1]). With notation as above,

(3 + 1)! ch3 ('•c∗L) = �3+1
( :
A

)
^3 −

=∑
8=1

�3+1
( 18
A

)
k38 +

A

2

A−1∑
@=0

�3+1
( @
A

)
9@,∗(W3−1). (12.4.8)

Here W3 =
∑
8+ 9=3 (−k)8k̂ 9 .

As stated in Proposition 2.2.19 , Janda–Pixton–Pandharipande–Zvonkine concluded from the
above formula an expression for the Chiodo class

�A ,:�,= (<1, . . . , <=) = (nA1 )∗2(−'•c∗L)

= (nA1 )∗ exp
(∑
3≥1
(−1)3 (3 − 1)! ch3 ('•c∗L)

)
∈ �•(M�,=)

(12.4.9)

as a sum over stable graphs, and thus its Givental–Teleman data (for this it is important to
restrict the <8 , cf. Equation (12.4.4 )).
In our current setting, we want to understand what the correct geometric adaptation to the
construction of some Chern class should be in order to obtain the sum over stable graphs
of (12.3.17 ). To this end, we have to introduce a sign, again given by the parity of a theta
characteristic. For this, we assume : = 2; + 1 is odd, A = 2B is even, and moreover <8 = 208 + 1 is
odd for all 8. Recall the notion of theta characteristic and its parity, Definition 10.3.1 .
Theta characteristics on a nodal curve were considered by Cornalba [Cor89 ], and are a particular
case of 2-spin curves in the bubbled curves framework of [CCC07 ], with all the <8 = 1. In
[Cor89 , Section 6], Cornalba indicates how to extend the proof of deformation invariance of
the parity to nodal curves (still defined as ℎ0(�, o) (mod 2)) in this case. In our language, this
shows that parity is a locally constant function onM2,1

�,1= .

Definition 12.4.4. Let �, = ≥ 0 such that 2� − 2 + = > 0, A = 2B ∈ Zeven
+ , : = 2; + 1 ∈ Zodd, and

0 ≤ <1, . . . , <= ≤ A − 1 such that <8 = 208 + 1 and
=∑
8=1

(08 − ;) ≡ (2; + 1) (� − 1) (mod B). (12.4.10)

For an A-spin curve (�, G, !) ∈ MA ,:

�,<, we get that f;nA2 (!) is a theta characteristic on �, and we
define its parity to be the parity of this theta characteristic. As the parity is locally constant, we
get a decomposition

MA ,:

�,< =MA ,:,+
�,< tM

A ,:,−
�,< . (12.4.11)

Here, we identify Z/2Z � {±1} for clearer notation. We will use these superscripts more often
to denote objects restricted to these subspaces. The spin Chiodo class is defined as

�A ,:,o�,= (01, . . . , 0=) = (nA ,+1 )∗2(−'
•c+∗L+) − (nA ,−1 )∗2(−'

•c−∗L−) ∈ �•(M�,=). (12.4.12)

Remark 12.4.5. Recall that we restricted the indices <8 to lie between 0 and A − 1. This is
essential: the map nA2 “untwists” !⊗A to a theta characteristic. In particular, it also “untwists”

at the nodes: the / ′@ from Equation (12.4.7 ) is mapped to / ′
@ (mod 2) inM

2,1

�,1= . We may then
extend the 08 to all of Z in this definition, but we get canonical equivalences between the spaces
for 08 and 08 + B, which preserve the parity by construction. Note that we require <8 = 208 + 1
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12. A spin Bouchard–Mariño conjecture and ELSV formula

and : = 2; + 1 to be odd. This is necessary to obtain an honest theta characteristic, whose parity
is well-behaved. For even <8 or : , there is no clear map toM2,1

�,1= , where the bundles with theta
characteristic live.

As suggested by A. Chiodo, the class �A ,:,o can be expressed as a product of the usual Chiodo
class with Witten 2-spin class

W2
�,= ∈ �•(M

2,1

�,1=). (12.4.13)

We refer to [JKV01 ; Chi06 ] for the definition Witten’s spin class on the moduli space of spin
curves.Explain here

(or in the in-
tro) how the
class reduces
to the funda-
mental class
of M�,= after
pushforward

Proposition 12.4.6. In the situation of Definition 12.4.4 , the spin Chiodo class can be given by
multiplying the usual Chiodo class with Witten 2-spin class on the moduli space of 2-spin curves:

�A ,:,o�,= (01, . . . , 0=) = (n21 )∗
(
W2
�,= · (nA2 )∗2(−'•c∗L)

)
. (12.4.14)

Proof. By [JKV01 , Theorem 4.6], cf. also [Chi06 , Section 6.3], the 2-spin Witten class onM2,1

�,<

is non-zero if and only if <8 is odd, and in that case it is given by 1 on the component of even
spin curves and −1 on the component of odd spin curves. Therefore

(n21 )∗
(
W2
�,= · (nA2 )∗2(−'•c∗L)

)
= (n21 )∗(nA2 )∗

(
(nA2 )∗W2

�,= · 2(−'•c∗L)
)

= (nA ,+1 )∗2(−'
•c+∗L+) − (nA ,−1 )∗2(−'

•c−∗L−),

which is the spin Chiodo class. �

In other words, spin Chiodo classes naturally “live” onM2,1

�,1= , which makes some sense, as it is
related via the ELSV formula (12.3.18 ) to spin Hurwitz numbers.

Remark 12.4.7. Proposition 12.4.6 allows us to extend the definition of the spin Chiodo class to
even <8 by taking the right-hand side of Equation (12.4.14 ) as definition, as the class naturally
vanishes in that case. It is also natural to define a “;-spin Chiodo class” analogously, as was also
suggested to us by A. Chiodo: if A = ;B

�
A ,:,;-spin
�,= (<1, . . . , <=) = (n ;1)∗

(
W;
�,= · (nA; )∗2(−'

•c∗L)
)
, (12.4.15)

which vanishes if any of the <8 is divisible by ;. This class, or a related construction, could
be useful for the local Gromov–Witten invariants of Lee–Parker [LP07 ; LP13 ], relating the
Gromov–Witten invariants of Kähler surfaces to spin Hurwitz numbers. Note that for ; > 2,
Witten’s class is not zero-dimensional anymore. We will not pursue this in this dissertation.

As suggested by D. Zvonkine, the CohFT ΩA ,o coincides with the spin Chiodo class, up to
powers of 2.

Proposition 12.4.8. Let A be a positive even integer. The CohFT of Proposition 12.3.5 is equal
to the spin Chiodo class for : = 1:

ΩA ,o�,= ({01 ⊗ · · · ⊗ {0=) = 2�−1�A ,1,o�,= (01, . . . , 0=). (12.4.16)

Proof. In the non-spin case, the corresponding expansion in stable graphs is given by [JPPZ17 ,
Corollary 4]. We emphasise here the changes coming from the inserted sign. Let us start from
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IV. Spin Hurwitz theory

a slightly more refined formula for the Chern character of '•c∗L, [Chi08b , Corollary 3.1.8]:
(3 + 1)! ch3 ('•c∗L) is given by

?∗
(
�3+1

( 1
A

)
^3 −

=∑
8=1

�3+1
(<8
A

)
k38 +

A

2

∑
0≤ℎ≤�
� ⊆È=É

�3+1
( @(ℎ, �)

A

)
(8 (ℎ,� ) )∗(W3−1)

)

+A
2

A−1∑
@=0

�3+1
( @
A

)
( 9 (irr,@) )∗(W3−1).

Let us explain the notation in this formula. Here the singular locus / ′ has been decomposedmore
than in Equation (12.4.7 ): consider a spin curve (�, G, !) with a node ~, denote by a : �̃ → �

the normalisation at ~ and !̃ = a∗!.
If the node ~ is separating, denote �̃ = �1 t �2 with the chosen first branch �1 of genus ℎ and
marked points G� for some � ⊆ È=É. Then the value of @(ℎ, �) is determined by 2ℎ − 2 + (|� | +
1) −∑

8∈� <8 + @(ℎ, �) ∈ AZ (and in particular must be odd), so / ′(ℎ,� ) ⊂ /
′
@ (ℎ,� ) and

!̃⊗A |�1 � l�1,log

(
(@ − A)~ −

∑
8∈�

<8G8

)
.

We denote by 8 (ℎ,� ) : + ′(ℎ,� ) →M�,= (A) the double cover that fits into the following diagram.

/ ′(ℎ,� ) MA ,:

�,<

+ ′(ℎ,� ) M�,= (A)

9(ℎ,� )

?(ℎ,� ) ?

8(ℎ,� )

If the node ~ is non-separating, then the moduli point lies in / ′(irr,@) ⊂ /
′
@ for some @, and we

have

!̃⊗A � l
�̃,log

(
(@ − A)~ − @~̄ −

=∑
8=1

<8G8

)
.

We denote by 9 (irr,@) : / ′(irr,@) →M
A ,:

�,< the double cover of the relevant singular locus.
Now, let us start with the local picture, near a spin curve (�, G, !) with a node ~, and let us
write !̃ = a∗!, o = nA2! (which is a twist of !⊗A , recall Remark 12.4.5 ) and õ = a∗o = nA2 !̃. The
analysis is similar to [Cor89 , Examples 6.1 & 6.2], which is in the bubbled curve formalism.
If ~ is separating, then (�1, G� , !̃ |�1) and (�2, G� 2 , !̃ |�2) are A-spin curves, and have parities.
Moreover, although the !̃ |�8 do not determine ! (there are A choices of glueing at the node), it
is clear that �0(�, o) → �0(�1, õ |�1) ⊕ �0(�2, õ |�2) is an isomorphism, so the parities add.
If ~ is non-separating, and the arithmetic genus of � is �, then that of �̃ is � − 1. There are two
distinct cases, given by the parity of @.

• If @ is odd, then o is a theta characteristic on � such that õ is a theta characteristic on �̃,
and in the same way as the previous case, ℎ0(�, o) = ℎ0(�̃, õ). Moreover, we can glue !̃
on �̃ in A ways.

• If @ is even, we see that õ is not quite a theta characteristic: in fact õ2 = l
�̃
(~ + ~̄). By

the argument of [Cor89 , Example 6.2], such line bundles on �̃ can be glued to theta
characteristics on � in two ways, and the resulting theta characteristics have opposite
parity.
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12. A spin Bouchard–Mariño conjecture and ELSV formula

Rewriting this, we get that if @ is odd, then / ′(irr,@) = (/
′
(irr,@) )

+ t (/ ′(irr,@) )
−, and the maps

9 (irr,@) preserve parity. However, if @ is even, then / ′(irr,@) does not decompose, and the maps

9±(irr,@) : / (irr,@) →M
A ,1,±
�,< are such that ?+∗ ( 9+(irr,@) )∗ = ?

−
∗ ( 9−(irr,@) )∗.

For the global calculation, we use [JPPZ17 , Proposition 4]: the class 2(−'•c∗L) equals∑
Γ∈G�,=

∑
|∈, A,1

Γ
(<)

A |� (Γ) |

|Aut(Γ) | (bΓ,|)∗
∏
{∈+Γ

�+ ({)
∏
_8 ∈ΛΓ

�Λ(_)

×
∏
4∈�Γ

4=(ℎ,ℎ′)

1 − exp
(
−∑

<≥1
(−1)<�<+1 ( | (ℎ)A )

<(<+1)
(
(kℎ)< − (−kℎ′)<

) )
kℎ + kℎ′

,

where �+ and �Λ are the same contributions as in Equation (12.3.17 ), and,A ,1
Γ
(<) is the set of

1-weightings modulo A of Γ (see Definition 2.2.18 ). The sum over weights | encodes the values
of @ at the different nodes. All of the terms of this formula are pulled back from the base, so
in order to calculate the spin Chiodo class, we only need to analyse for each pair (Γ, |) which
part of the contribution lies inMA ,1,+

�,= and which part inMA ,1,−
�,= . We will use the local analysis

for this.
If | takes an even value at a half-edge ℎ (and therefore also at ℎ′), then we know this can only
be on a non-separating edge, and by our previous argument, it can be glued in two ways with
opposite parity. Hence, all of these contributions cancel, and we may restrict to odd values.

If | only takes odd values, then each of theMA ,1

�({) ,=({) actually splits according to parity, and
taking parities {?({) | { ∈ +Γ} results in a spin curve with parity

∏
{ ?({). So for fixed parities

{?({) | { ∈ +Γ}, we get ∏
{∈+ (Γ)

B2�({)2�({)−1(2�({) + ?({))

curves. As each A-spin bundle on the stratum Γ has exactly A |+Γ | automorphisms, subtracting
the number of odd-parity curves from the number of even-parity curves, we get∏

{∈+Γ

∑
? ({) ∈{±1}

?({)B2�({)−12�({)−2(2�({) + ?({)) =
∏
{∈+Γ

B2�({)−12�({)−1

as the degree for (?+ − ?−) on the stratum (Γ, |). After pushforward, B and 2 occur a total of

|�Γ | +
∑
{∈+Γ
(2�({) − 1) = |�Γ | − |+Γ | + 2

∑
{∈+Γ

�({) =
(
ℎ1(Γ) − 1

)
+ 2

(
� − ℎ1(Γ)

)
= 2� − 1 − ℎ1(Γ)

and

|�Γ | +
∑
{∈+Γ
(�({) − 1) = |�Γ | − |+Γ | +

∑
{∈+Γ

�({) =
(
ℎ1(Γ) − 1

)
+

(
� − ℎ1(Γ)

)
= � − 1

times, respectively. Comparing this with Equation (12.3.17 ) yields the result. �
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IV. Spin Hurwitz theory

Corollary 12.4.9. Conjecture 12.1.2 is equivalent to the following spin ELSV formula: for
A = 2B and for ` = (`1, . . . , `=) ∈ OP3 , the spin single Hurwitz numbers are given by

ℎA ,o�;` = A
(A+1) (2�−2+=)+3

A

(
=∏
8=1

( `8
A

) [`8 ]
[`8]!

) ∫
M�,=

�
A ,1,o
�,= (〈`1〉 , . . . , 〈`=〉)∏=

8=1(1 −
`8
A
k8)

= A
(A+1) (2�−2+=)+3

A

(
=∏
8=1

( `8
A

) [`8 ]
[`8]!

) ∫
M2,1
�,1

W2
�,= · (nA2 )∗2(−'•c∗L)∏=

8=1(1 −
`8
A
k8)

.

(12.4.17)

Here we wrote `8 = A [`8] + A − (2 〈`8〉 + 1), with 0 ≤ 〈`8〉 ≤ B − 1.

Remark 12.4.10. Analogously to the non-spin case, cf. [KLPS19 , Conjecture 6.1], [DKPS19 ,
Theorem 1.18], these formulae may be generalised to spin @-orbifold Hurwitz numbers ℎA ,@,o�;`

with (A + 1)-completed cycles, i.e. spin Hurwitz numbers with one ramification profile
(@, @, . . . , @), one given by a partition `, and all other ramification profiles being spin completed
(A + 1)-cycles. Then @, A + 1 = 2B + 1, and ` would need to be odd, and the cohomological field
theory would be

�
A@,@,o
�,= (〈`1〉 , . . . , 〈`=〉), (12.4.18)

with now `8 = A@ [`8] + A@ − (2 〈`8〉 + 1), and 0 ≤ 〈`8〉 ≤ B@ − 1. The spectral curve for this
problem should be

G(I) = log(I) − IA@ , ~(I) = I@, �(I1, I2) =
1

2

(
1

(I1 − I2)2
+ 1

(I1 + I2)2

)
3I13I2. (12.4.19)

We do not pursue this generalisation here, although we do not expect any theoretical complica-
tions.
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Appendix A — Examples of cutting, gluing, and
combinatorial Fenchel–Nielsen
coordinates

Cutting and gluing

In order to make the presentation of the cutting and gluing algorithms clearer, we present some
neat examples of these procedures. The first two (Figures A.1 and A.2 ) cover the case of a
sphere Σ with four boundary components, the last two (Figures A.3 and A.4 ) cover the case of
a torus ) with one boundary component.
In all examples, the cutting algorithm is presented in lexicographic order, i.e. the images are
labelled by (a), (b), (c), et cetera, while the gluing algorithm is presented with the same images,
but in reversed lexicographic order. The combinatorial structure is depicted in red, the associated
measured foliation in blue (only the singular leaves are reported). The cutting curve W is depicted
in green, and it coincide with the curve obtain in the gluing algorithm after identification of
two boundary components W− ∼ W+. The component W− is always located on the left side of the
figure, while W+ is located on the right side. The identification points ?± ∈ W± are depicted in
grey, and no twist is performed (that is, ?− is identified with ?+). Further, the letters 0, 1, 2, . . .
are referring to edge lengths of the cutting process, while the letters A, B, C, . . . are referring to
edge lengths of the gluing process.

Combinatorial Fenchel–Nielsen coordinates

We present two computations of combinatorial Fenchel–Nielsen coordinates on a torus )
with one boundary component, relative to two different cells (Figure A.5 and Figure A.6 ).
Furthermore, an illustration of Penner’s formulae (Proposition 6.2.1 ) is presented.
In all examples, the combinatorial structure is depicted in red, the associated measured foliation
in blue (only the singular leaves are reported), the pants decompositions P,P′ in green and the
collection S,S′ in yellow.
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Examples of cutting, gluing, and combinatorial Fenchel–Nielsen coordinates

Cutting. Consider G ∈ T comb
Σ

and W a cut-
ting curve as in Figure A.1a . We have

ℓG (W) = 0 + 1 + 4 + 5 .

After cutting, we obtain two pairs of pants
%± and two combinatorial structures G± ∈
T comb
%±

.

Gluing. Consider two combinatorial struc-
tures G± ∈ T comb

%±
and two boundary com-

ponents W± of %± of the same length as in
Figure A.1f . We have

ℓG− (W−) = A + B, ℓG+ (W+) = D + {.

After gluing (with a choice of ?±), we obtain
a sphere Σ with four boundary components
and a combinatorial structure G ∈ T comb

Σ
.

•
•
◦
◦

•

•

0

3

1

2 45

(a)

•
•
◦
◦

•

•

(b)

•

••
•
◦
◦

(c)

•

••
•
◦
◦

(d)

•

••
•

◦
◦

(e)

•

••

•

◦

◦

0 + 5 = A

1 + 4 = B 1 + 5 = {

0 + 4 = D

3 = |2 = C • •
?−

?+

(f)

Figure A.1
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Cutting. Consider G ∈ T comb
Σ

and W a cutting curve as in Fig-
ure A.2a . We have

ℓG (W) = 20 + 1 + 22 + 23 + 4.

After cutting, we obtain two pairs of pants %± and two combina-
torial structures G± ∈ T comb

%±
. From Figure A.2c to Figure A.2d , a

Whitehead move is performed.

Gluing. Consider two combinatorial structures G± ∈ T comb
%±

and
two boundary components W± of %± of the same length as in Fig-
ure A.2g . We have

ℓG− (W−) = A + B + 2C, ℓG+ (W+) = D + { + 2|.

After gluing (with a choice of ?±), we obtain a sphere Σ with four
boundary components and a combinatorial structure G ∈ T comb

Σ
.

From Figure A.2d to Figure A.2c , a Whitehead move is performed.

•
•

•
0 12

3

4
(a)

•
•

•

(b)

•
•

•

(c)

•

••

•

(d)

•

••

•

(e)

•

••

•

(f)

•

•

•

•
0 = C

0 + 2 + 23 + 4 = B

0 + 1 + 2 = A

1 = D

20 + 2 + 3 = |

4 = {

• •?−
?+

(g)

Figure A.2



Examples of cutting, gluing, and combinatorial Fenchel–Nielsen coordinates

Cutting. Consider G ∈ T comb
Σ

and W a cut-
ting curve as in Figure A.1a . We have

ℓG (W) = 0 + 2.

After cutting, we obtain a pairs of pants %
and a combinatorial structure G′ ∈ T comb

%
.

Gluing. Consider a combinatorial structure
G′ ∈ T comb

%
and two boundary components

W± of % of the same length as in Figure A.1f .
We have

ℓG′ (W−) = A, ℓG′ (W+) = B.

After gluing (with a choice of ?±), we obtain
a torus ) with one boundary component and
a combinatorial structure G ∈ T comb

)
.

•
•

0

1

2

(a)

•
•

(b)

•
•

(c)

•
•

(d)

•
•

(e)

•
•

1 = C

0 + 2 = A 0 + 2 = B

• •?− ?+

(f)

Figure A.3
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Examples of cutting, gluing, and combinatorial Fenchel–Nielsen coordinates

Cutting. Consider G ∈ T comb
Σ

and W a cut-
ting curve as in Figure A.2a . We have

ℓG (W) = 20 + 1 + 2.

After cutting, we obtain a pairs of pants %
and a combinatorial structure G′ ∈ T comb

%
.

Gluing. Consider a combinatorial structure
G′ ∈ T comb

%
and two boundary components

W± of % of the same length as in Figure A.2f .
We have

ℓG′ (W−) = A + B, ℓG′ (W+) = A + C.

After gluing (with a choice of ?±), we obtain
a torus ) with one boundary component and
a combinatorial structure G ∈ T comb

)
.

•
•0

1

2

(a)

•
•

(b)

•
•

(c)

•
•

(d)

•
•

(e)

•
•0 = A

0 + 1 + 2 = B

0 + 1 + 2 = C

• •
?−

?+

(f)

Figure A.4
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Examples of cutting, gluing, and combinatorial Fenchel–Nielsen coordinates

Combinatorial Fenchel–Nielsen coordinates. Consider the combinatorial structure
G ∈ T comb

)
on a torus ) with one boundary component as in Figure A.5 . We have

! = 20 + 21 + 22.

Further, the combinatorial Fenchel–Nielsen coordinates with respect to the seamed pants
decomposition (P,S) = (W, V) of Figure A.5a are computed with the help of Figure A.5b and
are given by

ℓ = 0 + 2, g = 2,

while the combinatorial Fenchel–Nielsen coordinates with respect to the seamed pants decom-
position (P′,S′) = (W′, V′) of Figure A.5c are computed with the help of Figure A.5d and are
given by

ℓ′ = 1 + 2, g′ = −2.

This is in accordance with Penner’s formulae:

ℓ′ = |g | +
[
!−2ℓ
2

]
+

= |2 | + 1
= 1 + 2,

g′ = −sgn(g)
���ℓ − [

!−2ℓ′ (ℓ,g)
2

]
+

���
= −

��(0 + 2) − 0��
= −2.

•

•

V

W

!

1

2

0

(a)

•

•

V

W

!

(b)

•

•

W′

V

!

1

2

0

(c)

!

•

•

W′

V′

(d)

Figure A.5
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Examples of cutting, gluing, and combinatorial Fenchel–Nielsen coordinates

Combinatorial Fenchel–Nielsen coordinates. Consider the combinatorial structure
G ∈ T comb

)
on a torus ) with one boundary component as in Figure A.6 . We have

! = 20 + 21 + 22.

Further, the combinatorial Fenchel–Nielsen coordinates with respect to the seamed pants
decomposition (P,S) = (W, V) of Figure A.6a are computed with the help of Figure A.6b and
are given by

ℓ = 20 + 1 + 2, g = 0 + 1,

while the combinatorial Fenchel–Nielsen coordinates with respect to the seamed pants decom-
position (P′,S′) = (W′, V′) of Figure A.6c are computed with the help of Figure A.6d and are
given by

ℓ′ = 0 + 1, g′ = −20 − 1.

This is in accordance with Penner’s formulae:

ℓ′ = |g | +
[
!−2ℓ
2

]
+

= |0 + 1 | + 0
= 0 + 1,

g′ = −sgn(g)
���ℓ − [

!−2ℓ′ (ℓ,g)
2

]
+

���
= −

��(20 + 1 + 2) − 2��
= −20 − 1.

•
•

!

0

1

2 V

W

(a)

•
•

!

V

W

(b)

•
•

!

0

1

2 W′

V′

(c)

•
•

!

V′

W′

(d)

Figure A.6
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