
1 Sheaves

Exercise 1.1. Let A be an abelian group, and define the constant presheaf
associated to A on the topological space X to be the presheaf U 7→ A for all
U ̸= ∅, with restriction maps the identity. Show that the constant sheaf A
defined in the text is the sheaf associated to this presheaf.

Solution. Let Apre be the constant presheaf. There is an obvious morphism of
sheaves Apre → A which sends an element a ∈ Apre(U) = A to the constant
map U → A. This induces a morphism from the sheafification of Apre to A
which we claim is an isomorphism. To see that it is an isomorphism we need
only check the stalks, and since stalks are preserved under sheafification, we
need only check that Apre → A induces an isomorphism on the stalks. Clearly,
the stalks of Apre are A. Now consider a representative of the stalk of A at P .
That is, an open set U ∋ P and section s : U → A. The preimage s−1(s(P ))
of the value of s at P is an open subset of U on which the restriction of s is
constant. Hence, every element of the stalk can be represented using a constant
section and therefore AP = A.

Exercise 1.2. a For any morphism of sheaves ϕ : F → G show that for
each point P , (kerϕ)P = ker(ϕP ) and (imϕ)P = im(ϕP ).

b Show that ϕ is injective (respectively, surjective) if and only if the induced
map on the stalks ϕP is injective (respectively, surjective) for all P .

c Show that a sequence · · · → F i−1 → F i → F i+1 → . . . of sheaves
and morphisms is exact if and only if for each P ∈ X the corresponding
sequence of stalks is exact as a sequence of abelian groups.

Solution. a Recall that filitered colimits commute with finite limits in the
category of sets. Now kernel is a finite limit and stalk is a filtered colimit.
Image is the kernel of G → cokerϕ.

b ϕ is injective if and only if its kernel is zero, and phi is surjective if and
only if its cokernel is zero if and only if its image is G . So these follow
from part (a).

c Exactness can be stated as imϕi = kerϕi+1 and so it follows from part
(a).

Exercise 1.3. a Let ϕ : F → G be a morphism of sheaves on X. Show
that ϕ s surjective if and only if the following condition holds: for every
open set U ⊆ X, and for every s ∈ G (U), there is a covering {Ui} of U ,
and there are elements ti ∈ F (Ui), such that ϕ(ti) = s|Ui for all i.

b Give an example of a surjective morphism of sheaves ϕ : F → G , and an
open set U such that ϕ(U) : F (U)→ G (U) is not surjective.

Solution. a This is equivalent to saying that ϕ is surjective on each stalk.

1



b Consider the sheaf of holomorphic functions on C − {0} and the map
f 7→ exp(f). For every holomorphic function defined on some open set of
C− {0} we can write it locally as f = log g for some f so this morphism
is surjective on stalks. Globally, we cannot.

Exercise 1.4. a Let ϕ : F → G be a morphism of presheaves such that
ϕ(U) : F (U)→ G (U) is injective for each U . Show that the induced map
ϕ+ : F+ → G + of associated sheaves is injective.

b Use part (a) to show that if ϕ : F → G is a morphism of sheaves, then
imϕ can be naturally identified with a subsheaf of G , as mentioned in the
text.

Solution. a Sheafification preserves stalks, now use Exercise 1.2(a).

b The image is defined as the sheafification of the “presheaf image” which is
certainly a subpresheaf of G . Sheafification preserves injective morphisms
and sheaves and so the image is a subsheaf of G .

Exercise 1.5. Show that a morphism of sheaves is an isomorphism if and only
if it is both injective and surjective.

Solution. Exercise 1.2(b) and Proposition 1.1.

Exercise 1.6. a Let F ′ be a subsheaf of a sheaf F . Show that the natural
map of F to the quotient sheaf F/F ′ is surjective, and has kernel F ′.
Thus there is an exact sequence

0→ F ′ → F → F/F ′ → 0

b Conversely, if 0 → F ′ → F → F ′′ → 0 is an exact sequence show that
F ′ is isomorphic to a subsheaf of F , and that F ′′ is isomorphic to the
quotient of F by this subsheaf.

Solution. a Sheafification is a left adjoint and therefor preserves colimits
(i.e. preserves surjections).

b The forgetful functor is the right adjoint to sheafification. Since it is a right
adjoint it preserves kernels and so 0→ F ′ → F is exact as a sequence of
presheaves. That is, F ′ is a subsheaf of F . Then use part (a).

Exercise 1.7. Let ϕ : F → G be a morphism of sheaves.

a Show that imϕ ∼= F/ kerϕ.

b Show that cokerϕ ∼= G / imϕ.

Solution. Follows from Exercises 1.6 and 1.4(b).

Exercise 1.8. For any open subset U ⊆ X, show that the functor Γ(U,−) from
sheaves on X to abelian groups is a left exact functor.
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Solution. Since U is an open subset, there is a morphism of sites i : Xopen →
Uopen with underlying functor the inclusion Uopen → Xopen. We also have a
morphism of sites defined by the continuous morphism p : U → • of U to a
point. Global sections of a sheaf F on U is then p∗i∗F . Since both p∗ and i∗
are right adjoints, they are left exact.

Exercise 1.9. Direct sum. Let F and G be sheaves on X. Show that the
presheaf U 7→ F (U)⊕ G (U) is a sheaf.

Solution. A consequence of the forgetful functor preserving limits.

Exercise 1.10. Direct Limit. Let {Fi} be a direct system of sheaves and mor-
phisms on X. We define the direct limite to be the sheaf associated to the
presheaf U 7→ lim−→Fi(U). Show that this is a diret limit in the category of
sheaves on X.

Solution. Sheafification is a left adjoint and so preserves colimits.

Exercise 1.11. Let {Fi} be a direct system of sheaves on a noetherian topo-
logical space X. In this case show that the presheaf U 7→ lim−→Fi(U) is already a

sheaf. In particular, Γ(X, lim−→Fi) = lim−→Γ(X,Fi).

Solution. This is again a consequence of finite limits commuting with filtered
colimits. Since each Fn is a sheaf, given an open set U and a cover {Ui → U} we
can write Fn(U) as the limit lim←−Fn(Uij) where the limit is indexed by double
intersections with inclusions as morphisms.

If the space is Noetherian, then we can choose the cover to be finite, hence,
the limit is finite. So now for any open cover {Ui → U} (which we can choose
to be finite)

lim←−ij(lim−→nFn)(Uij) = lim←−ij(lim−→nFn(Uij)) = lim−→n(lim←−ijFn(Uij))

= lim−→nFn(U) = (lim−→nFn)(U)

Exercise 1.12. Inverse limit. Let {Fi} be an inverse system of sheaves on X.
Show that the section wise inverse limit is a sheaf.

Solution. Same as the previous solution but since arbitrary limits commute, we
don’t need to assume the cover to be finite.

Exercise 1.13. Espace Étalé of a Presheaf. Show that the sheaf F+ associated
to a presheaf F can be described as follows: for any open sets U ⊆ X, F+(U)
is the set of continuous sections of Spé(F ) over U .

Solution. Let U be an open subset of X, and consider s ∈ F+(U). We must
show that s : U →Spé(F ) is continuous. Let V ⊆Spé(F ) be an open subset
and consider the preimage s−1V . Suppose P ∈ X is in the preimage of V . Since
s(Q) ∈ FQ for each point Q ∈ X, we see that P ∈ U . This means that there is
an open neighbourhood U ′ of P contained in P and a section t ∈ F (U ′) such
that for all Q ∈ U ′, the germ tU ′ of t at U ′ is equal to s(U ′). That is, s|U ′ = t.
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So we have s|−1
U ′ (V ) = t−1(V ), which is open since by definition of the topology

on Spé(F ), t is continuous. So there is an open neighbourhood t−1(V ) of P that
is contained in the preimage. The point P was arbitrary, and so we have shown
that every point in the preimage s−1V has an open neighbourhood contained in
the preimage s−1V . Hence, it is the union of these open neighbourhoods, and
therefore open itself. So s is continuous.

Now suppose that s : U →Spé(F ) is a continuous section. We want to show
that s is a section of F+(U). First we show that for any open V and any
t ∈ F (V ), the set t(V ) ⊂Spé(F ) is open. To see this, recall that the topology
on Spé(F ) is defined as the strongest such that every morphism of this kind is
continuous. If we have a topology U (where U is the collection of open sets)
on Spé(F ) such that each t ∈ F (U) is continuous, and W ∈Spé(F ) has the
property that t−1W is open in X for any t ∈ F (V ) and any open V , then
the topology generated by U ∪ {W} also has the property that each t ∈ F (U)
is continuous. So since we are taking the strongest topology such that each
t ∈ F (U) is continuous, if a subset W ⊂Spé(F ) has the property that t−1W is
open in U for each t ∈ F (U), thenW is open in Spé(F ). Now fix one s ∈ F (U)
and consider t ∈ F (V ). For a point x ∈ t−1s(U), it holds that s(x) = t(x). That
is, the germs of t and s are the same at x. This means that there is some open
neighbourhood W of x contained in both U and V such that s|W = t|W , and
hence s = t for every y ∈W so W ⊂ t−1s(U). Since every point in t−1s(U) has
an open neighbourhood in t−1s(U), we see that t−1s(U) is open and therefore
by the reasoning just discussed we see that s(U) is open in Spé(F ).

Now let s : U →Spé(F ) be a continuous section. We want to show that s is
a section of F+(U). For every point x ∈ U , the image of x under s is some germ
(t,W ) in the stalk of F at x. That is, an open neighbouhood W of x (which
we can assume is contained in U) and t ∈ F (W ). Since s is continuous, and
we have seen that t(W ) is open, it follows that s−1(t(W )) is open in X. This
means there is an open neighbourhood W ′ of x on which t|W ′ = s|W ′ . Since s
is locally representable by sections of F , it is a well defined section of F+.

Exercise 1.14. Support. Let F be a sheaf on X, and let s ∈ F (U) be a
section over an open set U . The support of s, denoted Supp s, is defined to be
{P ∈ U |sP ̸= 0}, where sP denotes the germ of s in the stalk FP . Show that
Supp s is a closed subset of U . We define the support of F , SuppF , to be
{P ∈ X|FP ̸= 0}. It need not be a closed subset.

Solution. We show that the complement of the support V is open. For every
point P ∈ V , since P is not in the support the germ of the section s is zero.
This means there is a neighourhood VP of P on which s vanishes. Note that
VP ∩ Supp s = ∅ since an intersection would imply sQ = 0 for all Q in the
intersection. Now V = ∪VP , a union of opens, therefore V is open.

An example of a sheaf whose support is not closed is j!F from Exercise
1.19(b).

Exercise 1.15. Sheaf H om. Let F , G be sheaves of abelian groups on X.
For any open set U ⊆ X, show that the set hom(F |U ,G |U ) of morphisms of
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the restricted sheaves has a natural structure of abelian group. Show that the
presheaf U 7→ hom(F |U ,G |U ) is a sheaf.

Solution. Suppose we have an open set U , a cover {Ui → U}, and a set of
natural transformations ϕi : F |Ui → G |Ui , that agree on restrictions to the
Uij . We define a natural transformation F |U → G |U . Given an open subset
V ⊂ U we want a morphism F (V ) → G (V ). Since {V ∩ Ui → V } is a cover
of V , we can write F (V ) and F (G) as a limit over {V ∩ Uij} and we already
have morphisms F (V ∩ Uij) → G (V ∩ Uij) from our initial data. It doesn’t
matter which morphism we choose since the requirement that the ϕi agree on
restrictions means they will be the same. So now we have a morphism F (V )→
G (V ) between the limits, it remains to show that these actually form a natural
transformation, but this can be seen by drawing the appropriate diagram

F (V )

��?
??

??
?

��

// ∏F (Vi) //

��?
??

??
?

��

∏
F (Vij)

��

��?
??

??
?

F (W ) //

��

∏
F (Wi) //

��

∏
F (Wij)

��

G(V ) / /

��?
??

??
?

∏
G(Vi) //

��?
??

??
?

∏
G(Vij)

��?
??

??
?

G(W ) // ∏G(Wi) // ∏G(Wij)

Exercise 1.16. Flasque Sheaves. A sheaf F on a topological space X is flasque
if for every inclusion V ⊆ U of open sets, the restriction map F (U) → F (V )
is surjective.

a Show that a constant sheaf on an irreducible topological space is flasque.

b If 0 → F ′ → F → F ′′ → 0 is an exact sequence of sheaves, and if F ′

is flasque, then for any open set U , the sequence 0→ F ′(U)→ F (U)→
F ′′(U)→ 0 of abelian groups is also exact.

c If 0 → F ′ → F → F ′′ → 0 is an exact sequence of sheaves, and if F ′

and F are flasque, then F ′′ is flasque.

d If f : X → Y is a continuous map, and if F is a flasque sheaf on X, then
f∗F is a flasque sheaf on Y .

e Let F be any sheaf on X. Show that the sheaf of discontinuous sections
dis F is flasque and that there is a natural injective morphism of F into
des F .

Solution. a If X is irreducible then every open set is connected and we have
already seen that a constant sheaf takes every connected open subset to
the same set/group. So all the restrictions are identity morphisms and
hence, it is flasque.
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b The only thing to prove is that F (U) → F ′′(U) is surjective. Let f ∈
F ′′(U). Since the morphism F → F ′′ is a surjective morphism of sheaves
there is a cover {Ui} of U on which the restriction of f lifts to an element
{fi} of F (Ui).∏

ij F ′(Uij) //
∏
ij F (Uij) //

∏
ij F ′′(Uij)

∏
i F

′(Ui) //

OO

∏
i F (Ui) //

OO

∏
i F

′′(Ui)

OO

F ′(U) //

OO

F (U) //

OO

F ′′(U)

OO

Since f is a global section on U , the restriction to
∏

F ′′(Uij) is zero
and so the element {fi|Uij − fj |Uij} gets sent to zero horizontally. Since
sectionwise exactness in the middle is given automatically, this element
pulls back horizontally to some {gij}. We have assumed F ′ to be flasque
and so there is a {gi} in the preimage of {gij}.

{gij} // {fi|Uij − fj |Uij} // 0 . 0 .

{gi}

OO

{fi} //

OO

{f |Ui}

OO

. {fi − gi}

OO

// {f |Ui}

. . f

OO

. h

OO

.

Now by commutivity of the diagram, {gi−fi} ∈
∏
i F (Ui) is in the vertical

kernel, and therefore lifts to some global section h ∈ F (U). Now if we
push h up and to the right we get the restriction of f . So the image of h
in F ′′(U) hasthe same restriction as f . Since F ′′ is a sheaf this means
that h = f in F ′′(U). So we have found an element in the preimage of f .

c Let V ⊆ U be open sets in the topological space X and consider the
following diagram.

0 0

0 // F ′(V ) //

OO

F (V ) //

OO

F ′′(V ) // 0

0 // F ′(U)

OO

// F (U) //

OO

F ′′(U) //

OO

0

We know that the rows are exact by the previous part, and the columns
are exact by the assumption that F ′ and F are flasque. It is now a
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straightforward diagram chase to find a preimage in F ′′(U) to anything
in F ′′(V ).

d For opens V ⊆ U of Y we have(
f∗F (V )→ f∗F (U)

)
=
(
F (f−1V )→ F (g−1U)

)
which is surjective.

e In general, for a subset I of set J indexing objects in some category C, the
morphism

∏
J Xj →

∏
I Xi induced by the inclusion I ⊂ J is surjective.

The restriction morphisms are special cases of this where the indexing
sets are points in the opens. The natural injective morphism F → dis F
is clear. It is injective since two sections of a sheaf are the same if and
only if they agree on stalks. If F were to be a nonseparated presheaf the
morphism wouldn’t be injective.

Exercise 1.17. Skyscraper Sheaves. Let iP (A) be the skyscraper sheaf of a
space X at a point P for an abelian group A. Verify that the stalk of iP (A) is A
at every point Q ∈ {P} and 0 elsewhere. Show that this sheaf can be described
as i∗(A), the pushforward of the constant sheaf A on {P}.

Solution. Let Q be a point. If Q /∈ {P} then there is a neighbourhood U ∋ Q
which doesn’t contain P . Every element in the stalk can be represented by
(s,W ) where W ⊆ U and there for s = 0. So the stalk is zero. Conversely, if
Q ∈ P , then every open neighbourhood of Q contains P , and so every group in
the limit defining the stalk is A, with transition morphisms identities. Therefore
the stalk is A.

Let A be the constant sheaf of {P}. If U ⊂ X doesn’t contain P then
i−1U = ∅ and so i∗(A)(U) = A(i−1U) = A(∅) = 0. If U does contain P , then
i−1U = {P} and so i∗(A)(U) = A(i−1U) = A({P}) = Γ(A, {P}). It remains
only to show that {P} is connected so that Γ(A, {P}) = A but this follows from
it having a unique generic point.

Exercise 1.18. Adjoint Property of f−1. Show that f−1 is the left adjoint to
f∗.

Solution. If we denote f−1
pre the functor that sends a sheaf F to the PREsheaf

U 7→ lim←−V⊃f(U)F (V ) then we have

homSh(Y )(af
−1
preF ,G ) ∼= homPreSh(Y )(f

−1
preF ,G ) ∼= homSh(X)(F , f∗G )

The theory of Kan extensions shows that f−1
pre is the left adjoint to f∗ and we

already know that sheafification a is the left adjoint to the forgetful functor. So
the composition f−1 = af−1

pre is left adjoint to the “composition” f∗.

Exercise 1.19. Extending a Sheaf by Zero. Let X be a topological space, let
Z be a closed subset, let i : Z → X be the inclusion, let U = X − Z be the
complementary open subset, and let j : U → X be its inclusion.
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a Let F be a sheaf on Z. Show that the stalk (i∗F )P of the direct image
sheaf on X is FP if P ∈ Z, 0 if P /∈ Z.

b Let F be a sheaf on U . Show that the stalk (j!(F ))P is equal to FP if
P ∈ U , 0 if P /∈ U , and show that j!F is the only sheaf on X which has
this property, and whose restriction to U is F .

c For F ∈ Sh(X) show that there is an exact sequence of sheaves on X

0→ j!(F |U )→ F → i∗(F |Z)→ 0

Solution. a If P /∈ Z and (U, s) ∈ (i∗F )P then there is an open subset
V of U containing P but not intersecting Z. Since V doesn’t intersect
Z, (i∗F )(V ) = 0 and so s|V = 0, hence (U, s) = 0. Now suppose that
P ∈ Z via k : P → Z. The stalk (i∗F )P is the group of global sections of
(ik)∗(i∗F ) = k∗i∗i∗F = k∗F which is the stalk FP .

b If P ̸∈ U then every open set containing P is not contained in U and so
every group in the diagram that defines the limit (j!(F ))P is zero. Hence
(j!(F ))P is zero. Alternatively, if P ∈ U then for every open set P ∈ V
there is an open set P ∈ V ′ ⊆ U and so every element (V, s) of the stalk
is equivalent to an element (V ′, s|V ′) of the stalk FP .

c We just need to show that the sequence is exact on each of the stalks. From
the previous two parts of the exercise however, depending on whether P
is in U or Z we either get an isomorphism followed by a zero object, or
the zero object followed by an isomorphism. So the sequence is exact on
the stalks.

Exercise 1.20. Subsheaf with Supports. Let Z be a closed subset of X, and
let F be a sheaf on X. We define ΓZ(X,F ) to be the subgroup of Γ(X,F )
consisting of all sections whose support is contained in Z.

a Show that the presheaf V 7→ ΓZ∩V (V,F |V ) is a sheaf. It is denoted
H 0
Z (F ).

b Let U = X − Z, and let j : U → X be the inclusion. Show that there is
an exact sequence of sheaves on X

0→H 0
Z (F )→ F → j∗(F |U )

Furthermore, if F is flasque, the map F → j∗(F |U ) is surjective.

Solution. a Since it is a subpresheaf of a sheaf we know that it is separated.
Let U be an open subset of X and {Ui} a cover of U . Suppose that si is
a section of ΓZ∩Ui(Ui,F |Ui) for each i and that the restrictions of si and
sj to Uij agree. Since all this takes place in a subpresheaf of a sheaf there
is some s ∈ F (U) whose restriction to the Ui are si. The only thing to
check is that s has support inside Z. Suppose that P ∈ U\Z. Since the
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Ui cover U , the point P is in one of the Ui. Since si is the restriction of s
to Ui, the germ sP agrees with (si)P which is zero. Hence, sP = 0 for all
P ∈ U\Z. So s ∈ ΓZ∩U (U,F |U ) and hence, H 0

Z (F ) is a sheaf.

b First note that if U ∩ Z = ∅ then H 0
Z (F )(U) = 0 since H 0

Z (F )(U) is
the group of sections whose support is contained in Z, but Z ∩U = ∅ and
so H 0

Z (F )(U) is the group of sections with empty support. Since F is a
sheaf, any section whose germ is zero at every point is trivial itself, and
so H 0

Z (F )(U) = 0.

Now for a point P ̸∈ Z, any section of the stalk (V, s) can be represented
by (V ′, s|V ′) with V ′ ∩ Z = ∅ (take V ′ = V ∩ Zc). But this means that
s|V ′ = 0 and so the stalk of H 0

Z (F ) ar P ̸∈ Z is zero. As has been noted
in the previous exercise, for P ∈ U the stalks FP and (j∗(F |U ))P are the
same, and so the sequence is exact on stalks at these points.

Now consider a point P ∈ Z and an element (V, s) ∈ FP . If this element
gets sent to zero it means that there is some open subset V ′ ⊆ V such
that s|V ′ is zero in j∗(F |U )(V ′) = F (U ∩ V ′). If U ∩ V ′ ̸= ∅ we have
(V, s) ∼ (U∩V ′, s|U∩V ′) and so our original germ was trivial. If U∩V ′ = ∅
then V ′ ⊆ Z and so (V ′, s|V ′) is an element of (H 0

Z (F ))P .

Now consider an element (V, s) of (H 0
Z (F ))P , with P ∈ Z still, and its

image in (j∗(F |U ))P . This is (V, t) where t is the image of s under the map
H 0
Z (F )(V ) → j∗(F |U )(V ) = F (U ∩ V ) which is essentially restriction

of s to U ∩ V . Since the support of S is contained in Z, restricting it to
something contained in U = Zc will give zero. Hence, (V, t) = 0. So the
sequence is exact in the middle term.

As has just been noted, for any open set V the morphism F (V ) →
j∗(F |U ) = F (U ∩ V ) is restriction, and so if F is flasque, the right-
most arrow is surjective as a morphism of presheaves. This means that it
is also surjective as a morphism of sheaves.

Exercise 1.21. Some Examples of Sheaves on Varieties. Let X be a variety
over an algebraically closed field k. Let OX be the sheaf of regular functions on
X.

a Let Y be a closed subset of X. For each open set U ⊆ X, let IY (U) be the
ideal in the ring OX(U) consisting of those regular functions which vanish
at all points of Y ∩ U . Show that the presheaf U 7→ IY (U) is a sheaf.

b If Y is a subvariety, then the quotient sheaf OY /IY is isomorphic to
i∗(OY ) where i : Y → X is the inclusion and OY is the sheaf of regular
functions on Y .

c Now let X = P1, and let Y be the union of two distinct points P,Q ∈ X.
Then there is an exact sequence of sheaves on X, where F = i∗OP ⊕i∗OQ

0→ IY → OX → F → 0
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Show however that the induced map on global sections Γ(X,OX)→ Γ(X,F )
is not surjective.

d Again let X = P1, and let O be the sheaf of regular functions. Let K be
the constant sheaf on X associated to the function field K of X. Show
that there is a natural injection O → K . Show that the quotient sheaf
K /O is isomorphic to the direct sum of sheaves

∑
P∈X iP (IP ) where Ip

is the group K/OP , and iP (IP ) denotes the skyscraper sheaf given by IP
at the point P .

e Finally show that in the case of (d) the sequence

0→ Γ(X,OX)→ Γ(X,K )→ Γ(X,K /OX)→ 0

is exact.

Solution. a Let {Ui} be an open cover of an open subset U , and suppose
we are given sections fi ∈ IY (Ui) that agree on their restrictions to the
intersections Ui ∩Uj . Since IY is a subpresheaf of a sheaf, we know that
we can find a section f ∈ OX(U) whose restrictions to Ui are the fi, we
just need to check that it is indeed in IY (U). That is, that the function
f : U → k vanishes at all points of Y ∩ U . If P is a point of Y ∩ U then
since {Ui} is a cover, P is contained in some Ui. The restriction of f to Ui
is fi, so f(P ) = fi(P ) which is zero since fi ∈ IY (Ui). Hence, f vanishes
at all points of U ∩ Y and is therefore in IY (U).

The fact that IY is a separated presheaf comes from the fact that every
presheaf of a separated presheaf is separated, and every sheaf is separated.

b Let U be an open subset of X. If f ∈ OX(U) is a regular function on U ,
then it is a function U → k that is locally representable as a quotient of
polynomials. Restricting to Y ∩U gives a section of OY (U∩Y ) = i∗(U∩Y )
and so we obtain a morphism OX → i∗OY . We want to see that the
sequence

0→ IY → OX → i∗OY → 0

is exact. It follows from the definition of IY that the sequence is exact
at IY and at OX . To see exactness at i∗OY , consider a point P ∈ X and
the morphism of stalks (OX)P → (i∗OY )P . If P /∈ Y then (i∗OY )P is
zero, as there is an open neighbourhood of P not intersecting Y , so the
morphism of stalks is surjective. Suppose P ∈ Y . An element of (i∗OY )P
is represented by a rational function on the ambient affine or projective
space, which doesn’t have a pole at P . This ambient space also includes
X, and so this rational function also represents an element of (OX)P .
Hence, (OX)P → (i∗OY )P is surjective, and so the sequence of sheaves is
exact.

c Recall that P1 is the set of linear subspaces of k2. Since the projective
general linear group is transitive on pairs of distinct points, we can assume
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that P = (0, 1), and Q = (1, 1) and therefore, the sequence will be exact
if and only if it is exact on its restriction to A1 = {(0, a)|a ∈ k} where
P = 0 and Q = 1.

Now the sequence on the stalk at a point R falls into three cases: either
R = P , R = Q or R ̸= P,Q. In case R ̸= P,Q, there is an open set
U containing R which does not contain P and Q: the complement of
the closed subset defined by x(x − 1) ∈ k[x]. On this open set we have
F (U) = 0, by definition the skyscraper sheaves, and IY (U) = OX(U),
by definition of IY . Hence, the sequence is exact for any point in U .

If R = P,Q then the sequence is the same so suppose that R = Q. The
stalk of OX at Q is the ring of rational functions whose denominator
doesn’t vanish at Q. That is, (OX)Q = { fg |g(1) ̸= 0}. The ideal (IY )Q is

the subset of functions whose numerator does vanish atQ, that is (IY )Q =

{ fg |g(1) ̸= 0, f(1) = 0}. The quotient is isomorphic to k via evaluation at
1, which is the stalk of F at Q. So the sequence is exact at Q, and by
symmetry, also at P .

On global sections however, the sequence is

0→ 0→ k → k ⊕ k → 0

which cannot be exact.

d By definition, a regular function on U is a function that is represented
locally by a rational function, that is, a section of K (U). More explicitely,
a regular function on U is a function f : U → k, such that there is an open
cover {Ui} of U on which f |Ui is a rational function with no poles in Ui.
Since the fi are restrictions of f as functions, they agree as functions on the
intersections Uij , and therefore define a section of K (U), the sheafification
of U 7→ K.

The morphism K →
∑
P∈X iP (IP ) should be clear. To show exactness it

is enough to show exactness on the stalks. The sequence on a stalk takes
the form

0→ OP → KP → (
∑
Q∈X

iQ(IQ))P → 0

Since K is a constant sheaf, it takes the value K at every stalk. On the
right, we have a sum of stalks of skyscraper sheaves, all of which vanish
except Q = P which by definition is K/OP . Hence, the sequence is

0→ OP → K → K/OP → 0

which is exact.

e The global sections functor is left exact so we only need to show that
Γ(X,K ) → Γ(X,K /OX) is surjective. Using the description of K /O
from the previous part as

∑
iP (IP ), our task is the following: given a

11



rational function f ∈ K and a point P , find another rational function
f ′ ∈ K such that f ′ ∈ OQ for every Q ̸= P and f ′ − f ∈ OP .

Using the isomorphism K ∼= k(x), we can write f = α(x)
β(x) =

∏n
i=1(x−ai)∏m
i=1(x−bi)

and then the points in A1 ⊂ P1 for which f ̸∈ OQ are those corresponding
to bi, and f ̸∈ O∞ if m < n. Infact, write f as f = x−ν αβ′ with x ̸ |α, β.
Since PGL(1) is transitive on points, without loss of generality we can
assume that our point P is 0 ∈ A1. If ν ≤ 0 then choosing f ′ = 1 satisfies

the required conditions. If ν > 0, then choose f ′ =
∑ν

i=0 ci
xν with ci defined

iteratively via c0 = α0

β0
and ci = β−1

0 (ai −
∑i−1
j=0 cjβi−j) where αi, βi are

the coefficients for α =
∑
αix

i and β′ =
∑
βix

i respectively. Our thus
chosen f ′ satisfies the requirement that f ′ ∈ OQ for all Q ̸= P and so

consider f − f ′. We have f − f ′ = α
xνβ′ −

∑ν
i=0 ci
xν =

α−β′ ∑ν
i=0 ci

xνβ′ . The ith

coefficient of the numerator for i ≤ ν is αi −
∑i
j=0 cjβi−j which is zero

due to our careful choice of the ci. So the xν in the denominator vanishes
and we see that f − f ′ ∈ OP since x ̸ |β′.

Exercise 1.22. Glueing Sheaves. Let X be a topological space, let {Ui} be an
open cover of X, and suppose we are given for each i a sheaf Fi on Ui, and for
each i, j an isomorphism ϕij : Fi|Ui∩Uj

∼= Fj |Ui∩Uj such that (1) for each i we
have ϕii = id, and (2) for each i, j, k we have ϕik = ϕjk◦ϕij on Ui∩Uj∩Uk. Then
there exists a unique sheaf F on X, together with isomorphisms ψi : F |Ui

∼= Fi

such that for each i, j we ahve ψj = ϕij ◦ ψi on Ui ∩ Uj.

Solution. Let ιi : Ui → X and ιij : Ui ∩ Uj → X be the inclusions of the
open sets and define Gi = ιi∗Fi and Gij = ιij∗(Fi|Uij ). Restriction induces
morphisms Gi → Gij and restriction composed with ϕji gives morphisms Gj →
Gij . Define F = lim←−G to be the inverse limit of the system of Gi’s and Gij ’s.
This comes naturally with morphisms F → Gi. By considering stalks we see
that the morphisms F |Ui → Gi|Ui = Fi are isomorphisms, since on stalks, every
morphism of the system that we took the limit over becomes either zero or an
isomorphism, and the isomorphisms are compatible due to the cocycle condition.
If there were to be another sheaf F ′ with isomorphisms as stated in the question,
this would define a cone of the system. So there would be a morphism F ′ → F
and considering stalks shows that this would be an isomorphism.
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2 Schemes

Exercise 2.1. Let A be a ring, let X = SpecA, let f ∈ A and let D(f) ⊆ X be
the open complement of V ((f)). Show that the locally ringed space (D(f),OX |D(f))
is isomorphic to SpecAf .

Solution. Let ϕ : A → Af be the obvious ring homomorphism. This evidently
defines a scheme morphism SpecAf → SpecA.

The ideal generated by the image ϕp of a prime ideal p of A is the set
Afp = { afn : n ∈ N, a ∈ p} which is prime in Af , and its inverse image ϕ−1(Afp)
is p, unless f ∈ p in which case Afϕp = Af . So the morphism SpecAf → SpecA
is surjective onto the underlying space of D(f).

Let p, q be two points of SpecAf that get sent to the same image in SpecA.
This means that all of their elements of the form a

1 are the same. Now a
fn ∈ p

if and only iff fn a
fn = a ∈ p if and only if a ∈ q if and only if 1

fn a = a
fn ∈ q and

so p = q. Hence, the morphism is injective on the underlying space of SpecAf .
This bijection of sets is continuous automatically since if comes from a ring

homomorphism. To see that it is a homeomorphism we need to show that it
is open. Let a ⊂ Af be an ideal and b = (f) ∩ ϕ−1a ⊂ A. A prime ideal
p ∈ SpecAf is in the open complement of V (a) if and only if p ̸⊃ a if and only
if ϕ−1p ̸⊃ b and conversely, q ∈ SpecA is in the open complement of V (b) if
and only if q ̸⊃ b if and only if Afq ̸⊃ a and so we have a homeomorphism.

It remains to show that the morphism of structure sheaves OSpecA|D(f)
→

F∗OSpecAf
(where F is the scheme morphism) is an isomorphism. It is enough

to check this on the stalks. Let p ∈ D(f). The stalk of OSpecA is Ap and the
stalk of F∗OSpecAf

is (Af )p where we confuse p with its preimage in SpecAf .
Since f ̸= p the morphism Ap → (Af )p induced by ϕ is clearly an isomorphism.

Exercise 2.2. Let (X,OX) be a scheme, and let U ⊆ X be any open subset.
Show that (U,OX |U ) is a scheme.

Solution. Let SpecAi be an affine open cover for X. The intersection of each
SpecAi with U is an oen subset of SpecAi which is therefore covered by basic
open affines D(fij). Hence, we obtain an open affine cover Spec(Ai)fij for U .

Exercise 2.3. Reduced Schemes.

a Show that (X,OX) is reduced if and only if for every P ∈ X, the local
ring OX,P has no nilpotent elements.

b Let (X,OX) be a scheme. Show that Xred
red
= (X, (OX)red) is a scheme.

Show that there is a morphism of schemes Xred → X, which is a homeo-
morphism on the underlying topological spaces.

c Let f : X → Y be a morphism of schemes, and assume that X is reduced
Show that there is a unique morphism g : X → Yred such that f is obtained
by composing g with the natural map Yred → Y .

The reson-
ing behind
the glueing
here needs to
be checked
and/or made
more explicit.
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Solution. a Suppose that (X,OX) is reduced. So OX(U) has no nilpotent
elements for each U . Let P ∈ X be a point and consider a representative
(U, s) of an element of the stalk. If this element is nilpotent, then there
is some subneighbourhood V ∋ P of P on which sn vanishes, but OX(V )
has no nilpotents, so s vanishes on V an therefore (V, s|V ) = (U, s) is zero.
Hence, the stalk has no nilpotents.

Suppose conversely, that each stalk has no nilpotents, and suppose that
s ∈ OX(U) is nilpotent, say sn = 0. Then the germ of sn is zero at each
point in U . Since the stalks have no nilpotents, this means that the stalk
of s vanishes at each point of U . But this means that s = 0 since a sheaf
is a separated presheaf. So OX(U) has no nilpotents.

b Suppose that X = SpecA is affine and denote by Ared the quotient A/R
where R = R(A) is the nilradical of A. Since every prime ideal of A con-
tains R, as topological spaces, sp SpecA = sp SpecAred. Now for a basic
open affine D(f) we have OSpec(Ared)(D(f)) ∼= (A/R)f ∼= Af/(R(Af )).
That is, on a basic open affine U we have OSpec(Ared)|U ∼= O(SpecA)red |U .
Since the basic opens cover X this shows that Spec(Ared) ∼= (X, (OX)red).

Now for a general scheme X, a cover of X with open affines SpecAi gives
a coer Spec(Ai)red for (X, (OX)red). Hence, the latter is a scheme.

The homomorphism X → Xred is induced on an affine cover SpecAi ⊂ X
by the ring morphisms Ai → Ai/R(Ai). We have already seen that it is a
homeomorphism on the underlying topological spaces.

c Let Vi = SpecBi be an open affine cover for Y , and let Uij = SpecAij be
an open affine cover of f−1Vi. As in the previous part V redi = SpecBredi is
an open affine cover for Yred and the morphism Yred → Y is induced by the
ring homomorphisms Bi → Bredi . Now since each Aij is reduced, R(Bi)
is in the kernel of each of the ring homomorphisms Bi → Aij and so these
factor uniquely as Bi → Bredi → Aij . So the morphisms Uij → Vi factor
uniquely as Uij → V redi → Vi. The same is true of each intersection of te
Uij ’s and so this gives rise to a unique factorization f−1Vi → V redi → Vi.
These patch to give a unique factorization X → Yred → Y .

Exercise 2.4. Let A be a ring and let (X,O)X be a scheme. Given a morphism
f : X → SpecA we have an associated map on sheaves f# : OSpecA → f∗OX .
Taking global sections we obtain a homomorphism A → Γ(X,OX). Thus there
is a natural map

α : homSch(X,SpecA)→ homRing(A,Γ(X,OX))

Show that α is bijective.

Solution. We will show that Spec(−) : Ring → Sch is a right adjoint to
Γ(−,O−) : Sch → Ring. One way to show this is to provide two natural
transformations

η : idSch → Spec ◦Γ ε : idRings → Γ ◦ Spec
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such that for all A ∈ Rings and X ∈ Sch we have

ΓηX ◦ εΓX ∼= idΓX and Spec εA ◦ ηSpecA ∼= idSpecA

The obvious choice for ε is the isomorphism of Proposition 2.2 (c). For a scheme
X we define the natural transformation η as follows. Let Ui = SpecAi be
an affine cover of the scheme. Each restriction ΓX → Ai gives a morphism
SpecAi → Spec ΓX and since the restriction ΓX → OX(Ui) → OX(Uij) is the
same as ΓX → OX(Uj) → OX(Uij) these morphisms glue to give a morphism
X → Spec ΓX.

So now since ε is an isomorphism, we just have to show that for any scheme
X and A a ring, ΓηX is an isomorphism, and ηSpecA is an isomorphism. For
a scheme consider the morphism η : X → Spec ΓX just defined. It comes
with a sheaf morphism OSpec ΓX → η∗OX whose global sections we want to
be an isomorphism. This is indeed the case. Now for a ring A, we have a
sheaf morphism SpecA → Spec Γ SpecA and since Γ SpecA ∼= A this too is an
isomorphism. Hence, the functors are adjoints and so α is a bijection.

We can more explicitely describe the bijection now as sending ϕ : A →
Γ(X,OX) to the composition

X
ηX→ Spec Γ(X,OX)

Specϕ→ SpecA

and sending (f, f#) : X → SpecA to

A
ε∼= Γ(SpecA,OSpecA)

f#(SpecA)→ Γ(X,OX)

Exercise 2.5. Describe SpecZ and show that it is a final object for the category
of schemes.

Solution. Description. There is one closed point (p) for every prime number p
and one generic point (0). As the ideals of Z are (n), the closed subsets are finite
sets of primes (the prime divisors of n) and the open sets are their complements,
together with the empty set. As a consequence, every closed subset is of the form
D(n) for some integer n and so the structure sheaf takes an open set D(n) to
Z localized at the prime divisors of n that is, OSpecZ(D(n)) = {ab : p ̸ |b ∀ p|n}.
The value of the structure sheaf on the whole space is Z (since it is affine).

Final object. We have seen by the adjunction between Spec and Γ that
the morphisms from a scheme X to an affine scheme SpecA are in one to one
correspondence with the morphisms A → Γ(X,OX). Since we consider only
identity preserving ring homomorphisms, there is a unique one of these if A = Z.

Exercise 2.6. Describe the spectrum of the zero ring, and show that it is an
initial object for the category of schemes.

Solution. The zero ring as no points as there are no proper prime ideals. The
structure sheaf takes the usual value on the empty open set. As the point set is
empty, there is a unique morphism of topological spaces from sp Spec 0 to any
topological space X. If X is a scheme, then the structure sheaf pulls back to the
structure sheaf of Spec 0, which has a unique morphism to itself - the identity
morphism. Hence, Spec 0 is initial.
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Exercise 2.7. Let X be a scheme and K a field. Show that to give a morphism
of SpecK to X it is equivalent to give a point x ∈ X and an inclusion map
k(x)→ K.

Solution. Since SpecK has a unique point, unique nonempty open set, and
global sectionsK, given a point x we obtain immediately a continuous morphism
of topological spaces i : SpecK → X. To define the sheaf morphism i# : OX →
i∗OSpecK note that i∗OSpecK is the skyscraper sheaf with ring of sections K so
for every open set U ∋ x we need to give a ring homomorphism OX(U)→ K in
a way natural in U . We define these morphisms as the composition

OX(U)→ OX,x → k(x)→ K

they are natural in U by definition of OX,x.
Conversly, given a scheme morphism (i, i#) : SpecK → X we obtain a point

x = i((0)), the image of the unique point of SpecK. For the inclusion map,
consider an affine open SpecA containing x. In SpecA, the point x is a prime
ideal p and so if ϕ : A → K is the corresponding ring homomorphism, p is the
kernel of ϕ and so we get an induced inclusion k(x) = Ap/pAp → K.

Exercise 2.8. Let X be a scheme over a field k. Show that to give a k-morphism
of Spec k[ϵ]/ϵ2 to X is equivalent to giving a point x ∈ X, rational over k and
an element of homk−V ec(mx/m

2
x, k).

Solution. Let T = Spec k[ϵ]/ϵ2.
Supose that we have a morphism of schemes (τ, τ#) : T → X. We get a point

x by taking the image of the unique point in T . To see that it is k-rational note
that we have an inclusion of fields k(x)→ k induced by τ but since the morphism
τ is a k-morphism, this has to be compatible with the structural morphism to
k. So we have inclusions k ⊂ k(x) ⊂ k and therefore k(x) = k. Now consider
τ#x : OX,x → k[ϵ]/ϵ2, the stalk of τ#. Taking an open affine SpecA containing x
we can write this as Ap → k[ϵ]/ϵ2 where p is the prime ideal correpsonding to x.
This morphism is induced a ring homomorphism ϕ : A→ k[ϵ]/ϵ2 whose scheme
morphism T → SpecA sends (ϵ), the only point of T , to p. So ϕ−1((ϵ)) = p and
therefore every element in (pAp)

2 = m2
x gets sent to (ϵ2) which is zero. Hence,

the composition
mx ⊂ OX,x → k[ϵ]/ϵ2 → k

passes to a k-homomorphism mx/m
2
x → k.

Now suppose that we are given a point x ∈ X, rational over k, and an element
ϕ ∈ homk−V ec(mx/m

2
x, k). The morphism τ : T → X of topological spaces is

easily defined by sending the unique point of T to x. To define a mophism of
sheaves τ# : OX → τ∗OT we need to give a morphism OX(U) → k[ϵ]/ϵ2 for
every open subset U ∋ x containing x. We will give a morphism OX,x → k[e]/ϵ2

and then define OX(U) as the composition

OX(U)→ OX,x → k[e]/ϵ2

4



Let α denote the morphism OX,x → k(x) = k. Then we claim that

OX,x → k[e]/ϵ2

f 7→ α(f) + ϕ(f − α(f))ϵ

is a ring homomorphism. Assuming it is well-defined, it is immediate that it is
k-linear, and so we just need to notice that f −α(f) really is in m the maximal
ideal 1 and that for f, g ∈ OX,x the relation

ϕ(fg − α(fg)) = ϕ(f − α(f))α(g) + α(f)ϕ(g − α(g))

holds. 2

Exercise 2.9. If X is a scheme show that every (non)empty irreducible closed
subset has a unique generic point.

Solution. Claim 1: If η is a generic point of Z then η is in Z ∩ U for all open
sets U that have nontrivial intersection with Z. Suppose that η ̸= Z∩U . Then η
is in its complement Zc ∪U c. We know that η ∈ Z and so η ̸= Zc and therefore
η ∈ U c. Since U c is closed and contains η, it must contain Z, the closure of η.
Hence, Z ∩ U = ∅.

Using the claim we have just proven, we can reduced to the affine case by
chosing an open affine, say SpecA, that has nontrivial intersection with Z.

Claim 2: If a closed subset V (I) ⊆ SpecA is irreducible then
√
I is prime.

Let fg ∈
√
I and consider the closed subsets Z1 = V (I1) and Z2 = V (I2) where

I1 = (f)+
√
I and I2 = (g)+

√
I. If h ∈ I1 ∩ I2 then we can write h = af + i =

bg + j for some a, b ∈ A and i, j ∈
√
I. Then h2 = abfg + ij + ibg + afj and so

all these terms are in
√
I, so is h2 and therefore so is h. So I1 + I2 =

√
I, but

since V (I) is irreducible this means either I1 =
√
I or I2 =

√
I. Hence, either f

or g are in
√
I and so

√
I is prime.

It is now straightforward to see that
√
I is the unique generic point of V (I).

Exercise 2.10. Describe SpecR[x]. How does its topological space compare to
the set R? To C?

Solution. SpecR[x] has one point for every irreducible polynomial, together with
the generic point (0). There is one closed point for every real number (x − a)
and one for every nonreal complex number (x + α)(x + α) where α ∈ C. The
residue field at the real numbers is R and at the “complex numbers” is C. The
closed sets are finite collections of points and the open sets their complements.

Exercise 2.11. Let k = Fp be the finite field with p elements. Describe
Spec k[x]. What are the residue field of its points? How many points are there
with a given residue field?

1This is a consequence of the composition k → OX,x
α→ k(x) = k being the identity.

2This is more involved. By k-linearity of ϕ we just need to show that fg − α(fg) and
fα(g)−α(f)α(g)+α(f)g−α(f)α(g) get sent to the same place by ϕ. This will hapen if their
difference is in m2

x, and this can be seen by expanding (f − α(f)(g − α(g)) ∈ m2
x.
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Solution. Spec k[x] has the generic point and one point for every (monic) ir-
reducible polynomial. The residue field of a point corresponding to a poly-
nomial of degree n is the finite field with pn elements. To count how many
irreducible polynomials there are of degree n, consider the field Fpn . Every
irreducible polynomial f(x) of degree n gives an element of Fpn via the isomor-
phism Fp[x]/(f(x))→ Fpn and every element α of Fpn that is not contained in
any subfields gives an irreducible polynomial of degree n by taking its minimal
polynomial

∏n−1
i=0 (x − αp

i

). These processes are inverses of each other and so
we want to count the number of elements of Fpn not contained in any subfields.
This quantity is ∑

d|n

µ(d)pd

where

µ(d) =

{
0 if d has repeated prime divisors

(−1)(# prime divisors−1) otherwise

Exercise 2.12. Glueing Lemma. Let {Xi} be a family of schemes (possibly
infinite). For each i ̸= j, suppose given an opent subset Uij ⊆ Xi and let if have
the induced scheme structure. Suppose also given for each i ̸= j an isomorphism
of schemes ϕij : Uij → Uji such that (1) for each i, j, ϕji = ϕ−1

ij , and (2) for
each i, j, k ϕij(Uij ∩ Uik) = Uji ∩ Ujk, and ϕik = ϕjkϕij on Uij ∩ Uik.

The show that there is a scheme X, together with morphisms πi : Xi → X
for each i, such that (1) ψi is an isomorphism of Xi onto an open subscheme of
X, (2) the ψi(Xi) cover X, (3) ψi(Uij) = ψi(Xi)∩ψj(Xj) and (4) ψi = ψj ◦ϕij
on Uij.

Solution. First define a topological space X as the quotient of
⨿
Xi by the

equivalence relation x ∼ y if x = y, or if there are i, j such that x ∈ Uij ⊂
Xi, y ∈ Uji ⊂ Xj , and ϕijx = y. This relation is reflexive by definition,
symmetric since ϕji = ϕ−1

ij , and transitive since ϕik = ϕjk ◦ ϕij , hence is really
an equivalence relation. We take the quotient topology on X =

⨿
Xi/ ∼ (a set

is open in X if and only if its preimage under
⨿
Xi → X is open; in particular

the image ψi(Xi) of Xi is open for each i since its preimage is Xi

⨿
(
⨿
j Uji)).

Now for each i we have a sheaf ψ∗OXi on the image ofXi by pushing forward the
structure sheaf of Xi, and on the intersections, we have the pushforward of the
isomorphisms ϕ#ij , and these satisfy the required relation to use Exercise I.1.22
to glue the sheaves together obtaining a sheaf OX together with isomorphisms
ψi : OX |ψXi

∼→ ψ∗OXi . So now we have a locally ringed space (X,OX) and we
immediately see that ψi : Xi → X is an isomorphism of locally ringed spaces
onto an open locally ringed subspace of X. Hence, X is a scheme that satisfies
(1). Tohat (2) is satisfied follows from our definition of the uderlying space of X
as a quotient of

⨿
Xi. To see (3) let x be a point in ψi(Uij). Then the preimage

of x in
⨿
Xi is certainly contained in Xj as well so ψ(Uij) ⊆ ψi(Xi) ∩ ψj(Xj).

Conversely, if x ∈ ψi(Xi)∩ψj(Xj) then there are xi ∈ Xi and xj ∈ Xj that are
equivalent under ∼. Hence, xi ∈ Uij , xj ∈ Uji, and ψij(xi) = xj so x ∈ ψiUij
and therefore ψ(Uij) = ψi(Xi) ∩ ψj(Xj). (4) is fairly clear as well.
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Exercise 2.13. A topological space is quasi-compact if every open cover has a
finite subcover.

a Show that a topological space is noetherian if and only if every open subset
is quasi-compact.

b If X is an affine scheme show that sp(X) is quasi-compact, but not in
general noetherian.

c If A is a neotherian ring, show that sp(SpecA) is a noetherian toplogical
space.

d Give an example to show that sp(SpecA) can be noetherian even when A
is not.

Solution. a Let X be noetherian, U an open subset and {Ui} a cover of U .
Define an increasing sequence of open subsets by V0 = ∅ and Vi+1 = Vi∪Ui
where Ui is an element of the cover not contained in Vi. If we can always
find such a Ui then we obtain a strictly increasing sequence of open subsets
of X, which contradicts X being noetherian. Hence, there is some n for
which ∪ni=1Ui = U and therefore {Ui} has a finite subcover.

Suppose every open subset of X is quasi-compact. Suppose U1 ⊂ U2 ⊂ . . .
is an increasing sequence of open subsets of X. Then {Ui} is a cover for
∪Ui. Since this has a finite subcover, there must be some n for which
Un = Un+1, hence, the sequence stabilizes and X is noetherian.

b Let {Ui} be an open cover for sp(X). The complements of Ui are closed
and therefore determined by ideals Ii in A = Γ(OX , X). Since ∪Ui = X
the Ii generate the unit ideal and hence 1 =

∑n
j=1 fjgij for some fj where

gij ∈ Iij . Then {Ii1 , . . . , Iin} also generate the unit ideal and therefore we
have a finite subcover {Ui1 , . . . , Uin}.
An example of a non noetherian affine scheme is Spec k[x1, x2, . . . ] which
has a decreasing chain of closed subsets V (x1) ⊃ V (x1, x2) ⊃ V (x1, x2, x3) ⊃
. . . .

c A decreasing sequence of close subsets Z1 ⊃ Z2 ⊃ . . . corresponds to an
increasing sequence I1 ⊂ I2 ⊂ . . . of ideals of A. Since A is noetherian
this stabilizes at some point and therefore, so does the sequence of closed
subsets.

d If A is the ring of p-adic integers, then there is one prime idea so the space
is noetherian, but there is an increasing chain of ideals (0) ⊂ (p) ⊂ (p2) ⊂
. . . .

Exercise 2.14. a Let S be a graded ring. Show that ProjS = ∅ if and only
if every element of S+ is nilpotent.

b Let ϕ : S → T be a graded homomorphism of graded rings (preserving
degrees). Let U = {p ∈ ProjT |p ̸⊇ ϕ(S+)}. Show that U is an open subset
of ProjT and show that ϕ determines a natural morphism f : U → ProjS.
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c The morphism f can be an isomorphism even when ϕ is not. For example,
suppose that ϕd : Sd → Td is an isomorphism for all d ≥ d0, where d0 is
an integer. Then show that U = ProjT and the morphism f : ProjT →
ProjS is an isomorphism.

d Let V be a projective variety with homogeneous coordinate ring S. Show
that t(V ) ∼= ProjS.

Solution. a Since every prime ideal contains every nilpotent, if every element
of S+ is nilpotent then p ⊃ S+ for every homogeneous prime ideal p.
Hence, ProjS is empty.

Conversely, suppose ProjS is empty and consider s ∈ S+. Let p ⊂ S be a
prime ideal, and consider the homogeneous prime ideal q =

∑
d≥0 p∩Sd ⊂

p (check that it is prime!). Since ProjS is empty, D+(s) is empty, so every
homogeneous prime ideal contains s. Hence If p contains s. Since every
prime ideal contains s, it is nilpotent, so every element of S+ is nilpotent.

b Let p ∈ U . Then ϕ(S+) ̸⊆ p and so unless S+ = 0, there is some f ∈ S+

such that ϕf /∈ p. If ϕfi ∈ p for every homogeneous component fi of
f then ϕf ∈ p, so there is some homogeneous component fi of f such
that ϕfi ̸∈ p. Hence, we have found a basic open D+(ϕfi) that contains p.
Moreover, D+(ϕfi) is contained in U since every prime in D+(ϕfi) doesn’t
contain ϕfi and so doesn’t contain ϕ(S+). The basic opens of this kind
cover U and therefore it is open since it is union of open sets.

For p ∈ U define f(p) = ϕ−1p. Since p ̸⊇ ϕ(S+) we have ϕ
−1p ̸⊇ S+ so the

morphism is well defined. As in the affine case, this morphism preserves
all ideals, and therefore closed subsets so it is a continuous morphism of
topological spaces. As in the affine case, the morphism of sheaves f# is
induced by S(ϕ−1p) → T(p) for p ∈ U .

c The open U is ProjT . Let p ∈ ProjT , suppose that p ⊇ ϕ(S+) and
let t ∈ Te with i > 0. Since ϕd is an isomorphism for d ≥ d0, there is
some s ∈ Sed0 such that ϕed0s = td0 . Since p ⊇ ϕ(S+) this means that
ϕed0s = td0 ∈ p and since p is prime, t ∈ p. But p ⊆ T+ contradicts the
assumption that p ∈ ProjT , so p ̸⊆ ϕ(S+). Since p was arbitrary, this
shows that U = ProjT .

Surjectivity. Let p ∈ ProjS. Define q =
√
⟨ϕp⟩ to be the radical of the

homogeneous ideal generated by ϕp the image of ϕ (note that radicals of
homogeneous ideals are homogeneous). We will show that (i) ϕ−1q = p,
and (ii) q is prime. We start with (i). The inclusion ϕ−1q ⊇ p is clear,
so suppose we have a ∈ ϕ−1q. Then ϕan ∈ ⟨ϕp⟩ for some integer n. This
means that ϕan =

∑
biϕsi for some bi ∈ T and si ∈ p. If we take a high

enough m, then the every monomial in the bi will be in T≥d0 , and since we
have isomorphisms Td ∼= Sd for d ≥ d0 this means that these monomials
correspond to some cj ∈ S. The element (

∑
biϕsi)

m is a polynomial in
the ϕsi whose coefficients are monomials of degree m in the bi, and this
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corresponds in S to a polynomial in the si with coefficients in the cj , which
is in p, as all the si are. Hence, ϕanm ∈ ϕp and so anm ∈ p and therefore
a ∈ p. So ϕ−1q ⊆ p and combining this with the other inclusion shows
that ϕ−1q = p. (ii) Suppose that ab ∈ q for some a, b ∈ T . Then using the
same reasoning as for (i) we see that (ab)nm ∈ ϕp for some n,m such that
(ab)nm ∈ T≥d0 . If necassary, take higher power so that anmk, bnmk ∈ T≥d0
as well. Using the isomorphism T≥d0

∼= S≥d0 this means that anmk, bnmk

correspond to elements of S and we see that their product is in p. Hence,
one of anmk or bnmk are in p, say anmk. Then anmk ∈ ϕp and so a ∈ q.
So q is prime.

Injectivity. Suppose that p, q ∈ ProjT have the same image under f :
ProjT → ProjS. Then ϕ−1p = ϕ−1q. Consider t ∈ p. Since t ∈ p we have
td0 ∈ p and since ϕd is an isomorphism for d ≥ d0 it follows that there
is a unique s ∈ S with ϕs = td0 . The element s is in ϕ−1p and so since
ϕ−1p = ϕ−1q this implies that s ∈ ϕ−1q. So ϕs = td0 ∈ q. Now q is prime
and so t ∈ q. Hence p ⊆ q. By symmetry q ⊆ p as well and therefore
p = q.

Isomorphism of structure sheaves. Since ProjS is covered by open affines
of the form D+(s) for some homogeneous element of S, it is enough to
check the isomorphism on these. Note that D+(s) = D+(s

i) so we can
assume that the degree of s is ≥ d0. With this assumption it can be seen
that f−1D+(s) = D+(t) ⊆ ProjT where t is the element of T correspond-
ing to s under the isomorphism Sdeg s → Tdeg s since a homogeneous prime
ideal q ⊂ T gets sent to D+(s) if and only if s is not in its preimage, if and
only if t is not in q. So our task is to show that the morphism S(s) → T(t)
is an isomorphism. If f

sn gets sent to zero then 0 = tmϕf = ϕ(sm)ϕf for
some m (choose m > 0 so that we don’t have to handle the case deg f = 0
separately), and so smf ∈ kerϕ. Taking a high enough power of smf puts
it in one of the Sd for which Sd → Td is an isomorphism and so smf = 0
and therefore f

sn = 0 so our morphism is injective. Now suppose that
f
tn ∈ T(t). This is equal in T(t) to td0f

tn+d0
and now td0f has degree high

enough to have a preimage in S. So our morphism is surjective.

Exercise 2.15. a Let V be a variety over the algebraically closed field k.
Show that a point P ∈ t(V ) is a closed point if and only if its residue field
is k.

b If f : X → Y is a morphism of schemes over k, and if P ∈ X is a point
with residue field k, then f(P ) ∈ Y also has residue field k.

c Now show that if V,W are any two varieties over k, then the natural map

homBar(V,W )→ homSch/k(t(V ), t(W ))

is bijective.
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Solution. a Every point of t(V ) is by definition, an irreducible closed subset
of V . If P is not a closed point its corresponding irreducible closed subset
Z is not a point, but a subvariety of V of dimension greater than zero.
Then by Theorem 1.8A the transcendence degree of its residue field over
k is greater than zero. Hence, a residue field of k implies P is closed.
Conversely, a closed point comes gives a residue field of transcendence
degree zero, and since k is algebraically closed this means that k(P ) = k.

b The morphism of structure sheaves OY → f∗OX induces a morphism of
residue field k(f(P )) → k(P ). Since X and Y are schemes over k, these
residue fields are both extensions of k. So if k(P ) = k then we have a
tower k ↪→ k(f(P )) ↪→ k, and so k(f(P )) ∼= k.

Exercise 2.16. Let X be a scheme, let f ∈ Γ(X,OX), and define Xf to be the
subset of points x ∈ X such that the stalk fx of x at x is not contained in the
maximal ideal mx of the local ring Ox.

a If U = SpecB is an open affine subscheme of X and if f ∈ B = Γ(U,OX |U )
is the restriction of f , show that U ∩Xf = D(f). Conclude that Xf is an
open subset of X.

b Assume that X is quasi-compact. Let A = Γ(X,OX), and let a ∈ A be an
element whose restriction to Xf is 0. Show that for some n > 0, fna = 0.

c Now assume that X has a finite cover by open affines Ui such that each
intersection Ui ∩Uj is quasi-compact. Let b ∈ Γ(Xf ,OXf

). Show that for
some n > 0, fnb is the restriction of an element of A.

d With the hypothesis of (c), conclude that Γ(Xf ,OXf
) ∼= Af .

Solution. a A point x is in U ∩Xf if and only if it is in U and the stalk fx
of f is not in the maximal ideal at x. Since U is affine we can take x to be
a prime p ∈ SpecB and so the maximal ideal of the local ring is m = pBp.
The element f is in m if and only if f ∈ p and so U ∩Xf = D(f). Since
a subset of a topological space is open if and only if it is open in every
element of an open cover, we conclude that Xf is open in X.

b Let Ui = SpecAi be an affine cover of X, finite since X is quasi-compact.
The restriction of a to Ui ∩ Xf = Spec(Ai)f is zero for each i and so
fnia = 0 in Ai for some ni. Choose an n bigger than all the ni. Then
fna = 0 in each SpecAi, and so since the SpecAi cover X and OX is
a sheaf (in particular since it is a separated presheaf), this implies that
fna = 0.

c Let Ui = SpecAi (different from the previous part!!!). The restriction of b
to each intersectionXf∩Ui can be written in the form bi

fni
for some ni ∈ N.

Since there are finitely many affines, we can choose the expression so that
all the nis are the same, say n. In other words, we have found bi ∈ Ai such
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that fnb|Ui∩Xf
= bi. Now consider bi−bj on Ui∩Uj . Since Ui∩Uj is quasi-

compact and the restriction of bi−bj to Ui∩Uj∩Xf = (Ui∩Uj)f vanishes,
we can apply the previous part to find mij such that fmij (bi − bj) = 0
on Ui ∩ Uj . Again, we choose m bigger than all the mij so that they are
all the same. So the situation now is that we have sections fmbi on each
Ui that agree on the intersections. Hence, they lift to some global section
c ∈ Γ(X,OX). Now consider c − fn+mb on Xf . Its restriction to each
Ui ∩Xf is fmbi − fmbi = 0 and so c = fn+mb on Xf . Hence, fn+mb is
the restriction of the global section c.

d Consider the morphism Af → Γ(Xf ,OXf
). If an element a

fn is in the

kernel then a|Xf
= 0 and so by part (b) we have fma = 0 as global

sections for some m. Hence, a
fn is zero and the morphism is injective.

Now suppose we have a section b on Xf . By part (c) there is an m such
that fmb is the restriction of some global section, say c. Hence, we have
found c

fm ∈ Af that gets sent to b so the morphism is surjective.

Exercise 2.17. A Criterion for Affineness.

a Let f : X → Y be a morphism of schemes, and suppose that Y can
be covered by open subsets Ui, such that for each i, the induced map
f−1(Ui)→ Ui is an isomorphism. Then f is an isomorphism.

b A scheme X is affine if and only if there is a finite set of elements
f1, . . . , fr ∈ A = Γ(X,OX) such that the open subsets Xfi are affine,
and f1, . . . , fr generate the unit ideal in A.

Solution. a Take a cover of Y by open affines Vj and then cover each inter-
section Vj ∩ Ui by basic open affines of Vj . So we end up with a cover of
Y composed of affines Wk, such that each one is an subset of some Ui.
Since f−1(Ui) → Ui is an isomorphism, its restriction to f−1(Wk) → Wk

will be for any Wk ⊂ U , so X is now covered by the same set of affines
as Y . It can be checked that the gluing morphisms are the same and so
Y and X are both isomorphic to the scheme obtained by gluing together
the Wk and these isomorphisms are compatible with f .

b If A is affine we can take f1 = 1.

Suppose then that we have elements f1, . . . , fr ∈ A, that each Xfi =
SpecAi, and that the fi generate A. We always have a morphism f :
X → SpecA and we wish to show that this is an isomorphism. Since
the fi generate A the basic opens D(fi) = SpecAfi cover SpecA. It is
immediate that their preimages are Xfi which we have already assumed
are affine Xfi

∼= SpecAi. So our morphism f restricts to a morphism
SpecAi → SpecAfi which comes from a ring homomorphism ϕi : Afi →
Ai. If we can show that the ϕi are isomorphisms then the result will follow
from the previous part of this exercise.
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Stated more clearly, we want to show that

ϕi : Γ(X,OX)fi → Γ(Xfi ,OX)

is an isomorphism for each i.

Injectivity. Let a
fn
i
∈ Afi and suppose that ϕi

a
fn
i

= 0. This means that

it also vanishes in each of the intersections Xfi ∩Xfj = Spec(Aj)fi so for
each j there is some nj such that f

nj

i a = 0 in Aj . Choose an m bigger
than all the nj . Now the restriction of fmi a to each open set in a cover
vanishes, therefore fmi a = 0. So a

fn
i
= 0 in Afi .

Surjectivity. Let a ∈ Ai. For each j ̸= i we have OX(Xfifj )
∼= (Aj)fi so

a|Xfifj
can be written as

bj

f
nj
i

for some bj ∈ Aj and nj ∈ N. That is, we

have elements bj ∈ Aj whose restriction to Xfifj is f
nj

i a. Since there are
finitely many, we can choose them so that all the ni are the same, say n.

Now on the triple intersections Xfifjfk = Spec(Aj)fifk = Spec(Ak)fifj
we have bj − bk = fni a − fni a = 0 and so we can find mjk ∈ N so that
f
mjk

i (bj − bk) = 0 on Xfjfk . Replacing each mjk by m larger than all
of them, the relation fmi (bj − bk) still holds. So now we have a section
fmi bj for each Xfj j ̸= i together with a section fn+mi a on Xfi and these
sections agree on all the intersections. This gives us a global section d
whose restriction to Xfi is fn+mi a and so d

fn+m
i

gets mapped to a by ϕi.

Exercise 2.18. a Let A be a ring, X = SpecA, and f ∈ A. Show that f is
nilpotent if and only if D(f) is empty.

b Let ϕ : A → B be a homomorphism of rings, and let f : Y = SpecB →
X = SpecA be the induced morphism of affine schemes. Show that ϕ is
injective if and only if the map of sheaves f# : OX → f∗OY is injective.
Show furthermore in that case f is dominant.

c With the same notation, show that if ϕ is surjective, then f is a home-
omorphism of Y onto a closed subset of X, and f# : OX → f∗OY is
surjective.

d Prove the converse to (c), namely, if f : Y → X is a homeomorphism onto
a closed subset, and f# : OX → f∗OY is surjective, then ϕ is surjective.

Lemma 1. Let (f, f#) : SpecB → SpecA be a scheme morphims of affine
schemes with corresponding ring homomorphism ϕ : A → B. Then for a point
p ∈ SpecA, the stalk (f∗OSpecB)p is S−1B = B ⊗A Ap where S = ϕ(A\p).

Proof. Since we can shrink every open subset U containing p to one of the form
D(a) with a ∈ A, we can compute the stalk by taking the colimit over these.
Notice that the preimage of D(a) is D(ϕa) ⊆ SpecB. 3 So (f∗OSpecB)p is then

3If a prime q ∈ SpecB is in the preimage of D(a) then ϕ−1q ∈ D(a) and so a /∈ ϕ−1q
and therefore ϕa /∈ q. Conversely, if a prime q is in D(ϕa) then ϕa /∈ q and so a /∈ ϕ−1q so
ϕ−1q ∈ D(a).
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the colimit of OSpecB evaluated at opens D(a) with a /∈ p, that is, the colimit of
Bϕa for a /∈ p. This is S−1B. To see that it is the same as the tensor product,
use the universal property of tensor products.

Solution. a If f is nilpotent then fn = 0 for some n ∈ N and so fn ∈ p
for every prime ideal p. Hence, f ∈ p for every prime ideal and therefore,
p /∈ D(f) for every prime ideal p.

b If the map of sheaves is injective then in particular, taking global sections,
we see that Γ(X,OX) → Γ(X, f∗OY ) is injective. That is, A → B is
injective. Conversely, suppose A → B is injective, pick a prime p ∈
SpecA, and consider the stalk Ap → S−1B of the morphism f# at p
where S = A\p (see Lemma 1). That this is injective follows immediately
from A→ B being injective.

To see that it is dominant consider the complement of the closure of the
image. That is, the biggest open set that doesn’t intersect the image.
This is covered by open affines of the form D(f) where f ∈ ϕ−1p for all
p ∈ SpecB. For such an f , we have ϕf ∈ p for all p ∈ SpecB and so ϕf
is in the nilradical, so ϕf is nilpotent. Since ϕ is injective, this means, f
is nilpotent, so D(f) is empty. So the closure of the image is the entire
space.

c We immediately have a bijection between primes of A containing I and
primes of A/I ∼= B where I is the kernel of ϕ. We already know the
morphism SpecB → SpecA is continuous so we just need to see that it
is open to find that it is a homeomorphism. Note that for f + I ∈ A/I
the preimage of D(f) ⊂ SpecA is D(f + I) ⊂ Spec(A/I), so basic opens
of Spec(A/I) are open in the image (with the induced topology). Since
arbitrary unions of open sets are open, and the basic opens are a base for
the topology, the image of every open set is open. The stalk Ap → B⊗AAp

of the sheaf morphism at p ∈ SpecA is clearly surjective.

d If f# is surjective then it is surjective on each stalk. So for an element
b ∈ B, for each point pi ∈ SpecA there is an open neighbourhood which
we can take to be a basic open D(fi) of SpecA such that the germ of b is
the image of some ai

f
ni
i

∈ Afi . That is, f
mi
i (ai − fni

i b) = 0 in B. Since all

affine schemes are quasi-compact, we can find a finite set of the D(fi) that
cover SpecA, which means we can assume all the ni and mi are the same,
say n and m. Since D(fi) is a cover, the fi generated A and therefore so
do the fn+mi , so we can write 1 = sumgif

n+m
i for some gi ∈ A. We now

have
b =

∑
gif

n+m
i b =

∑
gif

m
i ai ∈ imϕ

So ϕ is surjective.

Exercise 2.19. Let A be a ring. Show that the following conditions are equiv-
alent:
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a SpecA is disconnected;

b there exist nonzero elements e1, e2 ∈ A such that e1e2 = 0, e21 = e1,
e22 = e2, e1 + e2 = 1.

c A is isomorphic to a direct product A1 ×A2 of two nonzero rings.

Solution. (1⇒ 3) If SpecA is disconnected then it is the udisjoint union of two
open sets, say as SpecA = U

⨿
V . In particular, this means that U and V are

also both closed sets, and therefor correspond to ideals, say I and J . That is,
U = SpecA/I and V = SpecA/J . It follows that SpecA = Spec(A/I)× (A/J)
and therefore A = A1 ×A2 where A1 = A/I and A2 = A/J .

(3⇒ 2) Choose e1 = (1, 0) and e2 = (0, 1).
(2⇒ 1) Since e1e2 = 0, for every prime, either e1 ∈ p or e2 ∈ p. The closed

sets V ((e1)), V ((e2)) cover SpecA. Now if a prime p is in both these closed sets
then e1, e2 ∈ p and therefore 1 = e1 + e2 ∈ p and so p = A. So the closed sets
V ((e1)), V ((e2)) are disjoint. Since we have a cover of SpecA by disjoint closed
sets, SpecA is disconnected.

14



3 First Properties of Schemes

Lemma 1. a If B is a finitely generated Af -algebra, then it is a finitely
generated A-algebra.

b Let F : SpecA→ SpecB be a morphism of affine schemes with associated
ring homomorphism ϕ : B → A. Then the preimage of SpecBf is Aϕf .

c If B is a finitely generated A-algebra via ϕ : A→ B, then for any element
f ∈ A, the ring Bϕf is a finitely generated Af algebra.

d Let f1, . . . , fn ∈ A be elements which generate a B-algebra A. If Afi is
a finitely generated B-algebra for every i, then A is a finitely generated
B-algebra.

e Let f1, . . . , fn ∈ B be elements which generate the unit ideal, and let A be
a B-module. If Afi is a finitely generated Bfi-module for every i, then A
is a finitely generated B-module.

Proof. a Let {bk} be a finite set of elements ofB such thatB = Af [b1, . . . , bn].
Then B = A[b1, . . . , bn,

1
f ].

b Let F : SpecA→ SpecB be a morphism of affine schemes with associated
ring homomorphism ϕ : B → A. Then the preimage of SpecBf is Aϕf .

c Obvious.

d If { ai1
f
ki1
i

, . . . , ain
f
kni
i

} is a generating set forAfi overB then so is {ai1, . . . , ain, 1
fi
}

so we can assume that the generating sets are of this form. Let S =
{aij , fi}. We claim that A = B[S]. For an element a ∈ A, for each i we
can write a ∈ Afi as a = pi

f
ki
i

for some ki ∈ N and pi ∈ B[ai1, . . . , ain, fi].

Replacing pi by f
νi
i pi for suitable νi we can assume that all the ki are the

same, say k ∈ N. Now by definition of the localization, writing a in this
form means that for each i we have f ℓi(fki a− pi) = 0 for some ℓi. Again,
we can replace pi and k so that we have (fmi a − pi) = 0 for each i. Now
since the fi generate A, the same is true of their Nth power for any N .
So choosing N = m we find that fm1 , . . . , f

m
n generate A, and so we can

write the unit as 1 =
∑n
i=1 gif

m
i for some gi ∈ A. Coming back to our

expressions with the pi we now see that

0 =

n∑
i=1

gi(f
m
i a− pi) =

n∑
i=1

gif
m
i a−

n∑
i=1

gipi = a−
n∑
i=1

gipi

and so we have found an expression for a as
∑n
i=1 gipi ∈ B[S].

e This is essentially the same idea as in the previous part.

If { ai1
f
ki1
i

, . . . , ain
f
kni
i

} is a generating set forAfi overBfi then so is {ai1, . . . , ain}
so we can assume that the generating sets are of this form. Let S = {aij}.
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We claim that A = B[S]. For an element a ∈ A, for each i we can write

a ∈ Afi as a =
∑n

j=1 bijaij

f
ki
i

for some ki ∈ N and bij ∈ B. As before, we

can assume that all the ki are the same, say k ∈ N. Now by definition
of the localization, writing a in this form means that for each i we have
f ℓi(fki a −

∑
j bijaij) = 0 for some ℓi. Again, we can replace the bij and

k so that we have (fmi a −
∑
j bijaij) = 0 for each i. Now since the fi

generate B, the same is true of their Nth power for any N . So choosing
N = m we find that fm1 , . . . , f

m
n generate B, and so we can write the unit

as 1 =
∑n
i=1 gif

m
i for some gi ∈ B. Coming back to our expressions with

the aij we now see that

0 =

n∑
i=1

gi(f
m
i a−

∑
j

bijaij) =

n∑
i=1

gif
m
i a−

n∑
i=1

gi
∑
j

bijaij = a−
n∑
i=1

gi
∑
j

bijaij

and so we have found an expression for a as
∑n
i=1 gi

∑
j bijaij ∈ B[S].

Lemma 2. Let SpecA,SpecB be two open affine subsets of a scheme X. Then
for every point p ∈ SpecA∩ SpecB there exists an open subset U with p ∈ U ⊂
SpecA ∩ SpecB such that U ∼= SpecAf ∼= SpecBg for some f ∈ A, g ∈ B.

Proof. The basic open affines form a basis for affine schemes and so since
SpecA ∩ SpecB is open in SpecA it is a union of basic opens, one of which,
say SpecAf ′ , contains p. This open will also be open in SpecB as well and so
for the same reason there is some g ∈ B such that p ∈ SpecBg ⊆ SpecAf ′ .
In particular, the inclusion SpecAf ′ ⊆ SpecB gives us a ring homomorphism

B
ϕ→ Af ′ . Now it can be checked that Af ∼= Bg for some f and so we are

done.

Exercise 3.1. Show that a morphism f : X → Y is locally of finite type if and
only if for every open affine subset V = SpecB of Y , f−1(V ) can be covered
by open affine subsets Uj = SpecAj, where each Aj is a finitely generated B-
algebra.

Solution. (⇐) It is immediate from the definitions.
(⇒) We use F : X → Y to denote the morphism of schemes. Let Vi =

SpecBi be a covering of Y by open affine subschemes such that F−1Vi is covered
by open affines SpecAij where each Aij is a finitely generated Bi-algebra. Each
intersection Vi∩V is open in Vi and so is a union of basic open sets Spec(Bi)fik
of Vi since they form a base for the topology of SpecBi. Considering fik as
an element of Aij under the morphisms Bi → Aij , the preimage of Spec(Bi)fik
is Spec(Aij)fik , and the induced ring morphisms make each (Aij)fik a finitely
generated (Bi)fik -algebra.

So we can cover SpecB with open affines SpecCi whose preimages are cov-
ered with open affines SpecDij such that each Dij is a finitely generated Ci-
algebra. Now given a point p of SpecB, it is contained in some SpecCi, but
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since these are open, there is a basic open affine SpecBgp ⊆ SpecCi that con-
tains p. Associating gp with its image under the induced ring homomorphisms
B → Ci and then Ci → Dij , it can be seen that Spec(Ci)gp

∼= SpecBgp , the
preimage of this is Spec(Dij)gp , and (Dij)gp is a finitely generated Bgp -algebra.
The Spec(Dij)gp together cover the preimage of SpecB, and since (Dij)gp is
a finitely generated Bgp -algebra, it follows that (Dij)gp is a finitely generated
B-algebra (add gp to the generating set). Hence, the preimage of SpecB can
be covered by open affines SpecAi such that each Ai is a finitely generated B
algebra.

Exercise 3.2. A morphism f : X → Y of schemes is quasi-compact if there is
a cover of Y by open affines Vi such that f−1(Vi) is quasi-compact for each i.
Show that f is quasi-compact if and only if for every open affine subset V ⊆ Y ,
f−1(V ) is quasi-compact.

Lemma 3. If a topological space has a finite cover consisting of quasi-compact
open sets, it is quasi-compact.

Proof. Suppose X is the topological space and {Ui}ni=1 the open cover with each
Ui quasi-compact. Let V = {Vj}j∈J be a cover for X. Then {Vj ∩ Ui}j∈J is an
open cover of Ui which has a subcover {Vj ∩Ui}j∈Ji where Ji is finite, since Ui
is quasi-compact. Then ∪ni=1{Vj}j∈Ji is a finite subcover of V.

Solution. Let {SpecBi}i∈I be an open affine cover of Y such that the preimage
f−1 SpecBi of each SpecBi is quasi-compact. Let SpecC ⊆ Y be an arbi-
trary open affine subset. Each intersection SpecBi ∩ SpecC can be covered
by opens that are basic in SpecBi and since the SpecBi form a cover for
X, these opens, basic in the various SpecBi, cover SpecC. Since SpecC is
quasi-compact (Exercise II.2.13(b)), we can find a finite subcover {D(bk)}nk=1

where for each k, bk ∈ Bik for some ik. Now we cover each f−1 SpecBi with
open affine subschemes {SpecAij}j∈Ji . Since f−1 SpecBi is quasi-compact,
we can choose these in such a way that Ji is finite. The preimage of D(bk) in
SpecAikj is Spec(Aikj)bk , so we now have a finite cover ∪nk=1{Spec(Aikj)bk}j∈Jik
of f−1 SpecC by open affines. Each open affine is quasi-compact (Exercise
II.2.13(b)) and so applying the Lemma 3 we see that f−1 SpecC is quasi-
compact.

Exercise 3.3. a Show that a morphism f : X → Y is of finite type if and
only if it is locally of finite type and quasi-compact.

b Conclude from this that f is of finite type if and only if for every open
affine subset V = SpecB of Y , f−1(V ) can be covered by a finite number of
open affines Ui = SpecAi where each Ai is a finitely generated B-algebra.

c Show also if f is of finite type, then for every open affine subset V =
SpecB ⊆ Y and for every open affine subset U = SpecA ⊆ f−1(V ), A is
a finitely generated B-algebra.
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Solution. a We need only show that if f is of finite type then it is quasi-
compact, the others follow immediately from the definitions. Since f is of
finite type there is a cover of Y by open affines SpecBi whose preimages are
covered by finitely many open affines SpecAij . We know from Exercise
2.13(b) that each SpecAij is quasi-compact. In general if a space can
be covered by finitely many quasi-compact opens then it itself is quasi-
compact 1, so we have found an open affine cover of Y whose preimages
are quasi-compact. Hence, f is quasi-compact.

b Follows directly from Exercise 3.1, 3.2, and 3.3(a).

c Cover f−1(V ) by affines Ui = SpecAi such that each Ai is a finitely
generated B-algebra. We can cover each of the intersections Ui ∩ U with
opens that are basic in both U and Ui by Lemma 2. Let SpecAfi =
Spec(Ai)gi be a cover of U by these basic opens, which we can choose
to be finite since the morphism is quasi-compact. Since each Ai is a
finitely generated B-algebra, (Ai)gi = Afi is a finitely generated B algebra
(Lemma 1), and therefore, since the SpecAfi form a finite cover of U , the
ring A is a finitely generated B-algebra (Lemma 1).

Exercise 3.4. Show that a morphism f : X → Y is finite if and only if for
every open affine subset V = SpecB of Y , f−1(V ) is affine, equal to SpecA,
where A is a finite B-module.

Solution. As usual, let Vi = SpecBi be an affine cover of Y such that each
preimage f−1Vi is affine Ui = SpecAi and each Ai is a finitely generated Bi-
module. We cover each intersection U∩Ui with opensD(fij) = (Bi)fij of Ui that
are basic in both U and Ui and note that the preimage of D(fij) is Spec(Ai)fij
where fij is associated with its image in Ai. Since Ai is a finitely generated
Bi-module, it follows that (Ai)fij is a finitely generated (Bi)fij -module.

So now we have a cover of V = SpecB by opens SpecBgi that are basic in
V and each of the preimages is affine SpecCi and each Ci is a finitely generated
Bgi -module. We now use the affineness criterion from Exercise 2.17 as follows.
Since SpecB is affine it is quasi-compact (Exercise 2.13(b)) there is a finite
subcover SpecBg1 , . . . , SpecBgn . Since this is a cover, the g1, . . . , gn generated
the unit ideal. This means their image in Γ(U,OU ) where U = f−1 SpecB also
generate the unit ideal. Furthermore, the preimage of each SpecBgi is in fact
Ugi where we associated gi with its image in Γ(U,OU ). So we can apply the
criterion of Exercise 2.17(b) and find that U is affine.

Let U = SpecA. To see that A is a finitely generated B-module we use
Lemma 1.

Exercise 3.5. Let f : X → Y be a morphism of schemes.

1Let X be the space and Ui the finite cover. For any cover {Vi} of X we get a cover
{Vi ∩ Uj} for each Uj , which has a finite subcover by the assumption that the Uj are quasi-
compact. The union of the Vi appearing in these finite subcovers will cover X since it covers
a cover, and by construction it is finite.
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a Show that a finite morphism is quasi-finite.

b Show that a finite morphism is closed.

c Show by example that a surjective, finite-type, quasi-finite morphism need
not be finite.

Solution. a Let p ∈ Y be a point. By assumption of the morphism being
finite there is an open affine scheme SpecB containing p such that the
preimage f−1 SpecB is affine, say SpecA, and A is a finitely generated
B-module, so we immediately reduce to the case where X = SpecA and
Y = SpecB. To show that the preimage of p is finite is the same as
showing that the fiber SpecA⊗B k(p) has finitely many primes (Exercise
II.3.10). Since A is a finitely generated B-module, it follows that A⊗Bk(p)
is a finitely generated k(p)-module, that is, a vector space of finite rank.
Hence, there are a finite number of prime ideals.

b Note that a subset of a topological space is closed if and only if it is closed
in every element of an open cover so we can reduce to the case where
X = SpecA, Y = SpecB, and A is a finitely generated B-module, via say
ϕ : B → A. So now we want to show that for every ideal I ⊂ A there is
an ideal J ⊂ B such that V (J) ⊆ SpecB is the image of V (I) ⊆ SpecA.
We immediately have a candidate: ϕ−1I so let J = ϕ−1I. For a point
p ∈ SpecA we have p ⊇ I ⇒ ϕ−1p ⊇ ϕ−1I so fV (I) ⊆ V (J) and it
remains to show that V (I) is mapped surjectively onto V (J). Replacing
A and B by A/I and B/J , we just want to show that f is surjective.
Given a point p ∈ SpecB the Going Up Theorem provides us with a point
q ∈ SpecA that maps to p, and so we are done.

c
Spec k[t, t−1]⊕ k[t, (t− 1)−1]→ Spec k[t]

Exercise 3.6. Let X be an integral scheme. Show that the local ring Oξ of the
generic point ξ of X is a field. Show also that if U = SpecA is any open affine
subset of X, then K(X) is isomorphic to the quotient field of A.

Solution. Let U = SpecA be an open affine subset of X. By definition, A is an
integral domain and so (0) is a prime ideal. A closed subset V (I) contains (0)
if and only if (0) contains I and so we see that the closure of (0) is V ((0)), i.e.
all U . Hence, (0) is the generic point ξ of X. OX(U)(0) = Oξ is the fraction
field of OX(U).

Exercise 3.7. Let f : X → Y be a dominant, generically finite morphism of
finite type of integral schemes. Show that there is an open dense subset U ⊆ Y
such that the induced morphism f−1(U)→ U is finite.

Solution. Step 1: k(X) is a finite field extension of k(Y ). Choose an open affine
SpecB = V ⊂ Y and an open affine in its preimage SpecA = U ⊂ f−1V such
that A is a finitely generated B-algebra (by the finite type hypothesis). From
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the hypothesis that X is irreducible, it follows that U is irreducible, implying
that A is integral.

Now A is finitely generated over B and therefore so is k(B)⊗B A ∼= B−1A.
So by Noether’s normalization lemma, there is an integer n and a morphism
k(B)[t1, . . . , tn]→ B−1A for which B−1A is integral over k(B)[t1, . . . , tn]. Since
it is integral, the induced morphism of affine schemes is surjective. But SpecB−1A
has the same underlying space as f−1(η) ∩ U where η is the generic point of
Y , and by assumption this is finite. Hence, since affine space always has in-
finitely many points and the Going-Up Theorem tells us that the morphism
SpecB−1A → Spec k(B)[t1, . . . , tn] is surjective (B−1A is integral and integral
over k(B)[t1, . . . , tn]) we see that n = 0 and moreover, we have found that B−1A
is integral over k(B). Since it is also of finite type, this implies that it is finite
over k(B). With some work clearing denominators from elements of A, This
implies that k(B−1A) = k(A) is finite over k(B). That is, it is a finite field
extension of k(B).

Step 2: The case where X and Y are affine. LetX = SpecA and Y = SpecB
and consider a set of generators {ai} for A over B. Considered as an element
of k(A), each one satisfies some polynomial in k(B) since it is a finite field
extension. Clearing denominators we get a set of polynomials with coefficients
in B. Let b be the product of the leading coefficients in these polynomials.
Replacing B and A by Bb and Ab, all these leading coefficients become units,
and so multiplying by their inverses, we can assume that the polynomials are
monic. That is, Ab is finitely generated over Bb and there is a set of generators
that all satisfy monic polynomials with coefficients in Bb. Hence, Ab is integral
over Bb and therefore a finitely generated Bb-module.

Step 3: The general case. Now we return to the case where X and Y are not
necassarily affine. Take an affine subset V = SpecB of X and cover f−1V with
finitely many affine subsets Ui = SpecAi. By Step 2, for each i there is a dense
open subset of V for which the restriction of f is finite. Taking the intersection
of all of these gives a dense open subset V ′ of V such that f−1V ′ ∩ Ui → V ′ is
finite for all i. Furthermore, a look at the previous step shows that V ′ is in fact
a distinguished open of V . We want to shrink V ′ further so that f−1V ′ is affine.
To start with, replace V with V ′ and similarly, replace Ui with Ui ∩ f−1V ′.
Since V ′ is a distinguished open of V , we still have an open affine subset of Y
and the Ui ∩ f−1V ′ (now written as Ui) form an affine cover of f−1V ′.

Let U ′ ⊆ ∩Ui be an open subset that is a distinguished open in each of the
Ui. So there are elements ai ∈ Ai such that U ′ = Spec(Ai)ai for each i. Since
each Ai is finite over B, there are monic polynomials gi with coefficients in B
that the ai satisfy. Take gi of smallest possible degree so that the constant
terms bi are nonzero and define b =

∏
bi. Now the preimage of SpecBb is

Spec((Ai)ai)b (any i gives the same open) and ((Ai)ai)b is a finitely generated
Bb module. so we are done.

Exercise 3.8. Normalization. Let X be an integral scheme. For each open
affine subset U = SpecA of X, let Ã be the integral closure of A in its quotient
field, and let Ũ = Spec Ã. Show that one can glue the schemes Ũ to obtain a
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normal integral scheme X̃, and that there is a morphism X̃ → X having the
following universal property: for every normal integral scheme Z, and for every
dominant morphism f : Z → X, f factors uniquely through X̃. If X is of finite
type over a field k, then the morphism X̃ → X is a finite morphism.

To be done.
Solution.

Exercise 3.9. The Topological Space of a Product.

a Let k be a field, and let A1
k = Spec k[x] be the affine line over k. Show that

A1
k ×Spec k A1

k
∼= A2

k and show that the underlying point set of the product
is not the product of the underlying pointsets of the factors (even if k is
algebraically closed).

b Let k be a field, let x and t be indeterminates over k. Then Spec k(s),
Spec k(t), and Spec k are all one-point spaces. Describe the product scheme
Spec k(s)×Spec k Spec k(t).

Solution. a The stated product is the affine scheme of the ring k[x]⊗k k[x]
which is clearly isomorphic to k[x, y] via (for example)

x⊗ 1 7→ x, 1⊗ x 7→ y

To see that the underlying point set of the product is not the product of
the underlying point sets of the factors consider the point (x−y) ⊂ k[x, y]
(or equivalently (x ⊗ 1 − 1 ⊗ x) ⊂ k[x] ⊗k k[x]). Each pair of points
((f), (g)) ⊂ sp Spec k[x]× sp Spec k[y] (where f and g are irreducible or
zero) gives a point (f, g) ∈ Spec k[x, y] which gets sent back to (f) and (g)
via the projections. However, (x−y) gets sent to (0) via both projections,
yet (0) ̸= (x− y).

b Using greatest common denominators, every element of k(s) ⊗k k(t) can
be written as

1

c(s)⊗ d(t)

(∑
ai(s)⊗ bi(t)

)
for some ai, c ∈ k[s], bi, d ∈ k[t]. So if

S = {c(s)d(t)|c ∈ k[s], d ∈ k[t]} ⊂ k[s, t]

then we can associate k(s)⊗k k(t) with S−1k[s, t], the “holomorphic func-
tions whose poles form horizontal and vertical lines in the plane”. To see
what this looks like geometrically, note that S−1k[s, t] = lim−→f∈Sk[s, t]f

and so SpecS−1k[s, t] is the intersection (Spec is contravariant) of ba-
sic opens of A2

k which are “complements of horizontal or vertical lines”.
More concretely, the points of Spec k(s)⊗kk(t) are the points of Spec k[s, t]
that aren’t in the preimage of one of the projections (excluding the generic
point (0)). The topology and structure sheaf are the induced ones.

Exercise 3.10. Fibres of a Morphism.
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a If f : X → Y is a morphism, y ∈ Y a point, show that sp(Xy) is homeo-
morphic to f−1(y) with the induced topology.

b Let X = Spec k[s, t]/(s − t2) let Y = Spec k[s], and let f : X → Y be the
morphism defined by sending s 7→ s. If y ∈ Y is the point a ∈ k with
a ̸= 0, show that the fibre Xy consists of two points, with residue field k.
If y ∈ Y corresponds to 0 ∈ k, show that the fibre Xy is a nonreduced one-
point scheme. If η is the generic point of Y , show that Xη is a one-point
scheme, whose residue field is an extension of degree two of the residue
field of η. (Assume k algebraically closed).

Solution. a In the affine case we want to show that for a morphism f :
SpecA → SpecB induced by ϕ : B → A, and a point p ∈ SpecB, the
preimage of p is topologically homeomorphic to the space of SpecA ⊗B
(Bp/(pBp)). Consider the commutative diagram

Xy

��

A⊗B k(p) k(p)oo

X A

π

OO

B
ϕoo

OO

and a prime q′ ⊂ A⊗B k(p). Along the top q′ gets pulled back to (0) and
along the right, (0) gets pulled back to p so along the left, q′ gets pulled
back to q ∈ f−1p and so the morphism of topological spaces Spec(A ⊗B
k(p))→ SpecA factors through f−1(y).

Injectivity. Suppose that q, q′ ∈ Spec(A⊗B k(p)) get sent via π−1 to the
same prime in A and consider an element of q. It can be represented by
a sum

∑n
i=1 ai ⊗

bi
ci

where ai ∈ A, bi, ci ∈ B, ci ̸∈ p. Since the tensor
is over B, replacing ai by aibi we can assume that bi = 1. We have∑
ai ⊗ 1

ci
∈ q⇒ (

∏
1⊗ cj)

(∑
ai ⊗ 1

ci

)
=
∑

(ai
∏
j ̸=i cj)⊗ 1) ∈ q and so

(ai
∏
j ̸=i cj) ∈ π−1q = π−1q′ which implies that

∑
(ai
∏
j ̸=i cj) ⊗ 1) ∈ q′.

Now multiplying by 1 ⊗ 1∏
ci

we see that our original element
∑
ai ⊗ 1

ci

is in q′. Therefore q ⊆ q′. By symmetry we also have q′ ⊆ q and so the
morphism Xy → f−1y is injective.

Surjectivity. Let q ∈ SpecA be in the preimage of p under f and consider
the subset q′ = {a⊗ 1

b |a ∈ q, b ∈ B\p} of A⊗Bk(p). With some elementary
work it can be seen that this is an ideal, which is in fact prime, and that
the preimage π−1q′ is q.

Closedness. Let I ⊂ A⊗B k(p) be the radical ideal associated to a closed
subset of Spec(A ⊗B k(p)). Let I ′ = π−1I ⊂ A, an ideal of A. For
any prime ideal q ∈ Spec(A ⊗B k(p)), if q ⊇ I then π−1p ⊇ π−1I = I ′.
Conversely, consider q ∈ V (I ′) ∩ f−1p and its preimage q′ = {a ⊗ 1

b |a ∈
q, b ∈ B\p} ∈ Spec(A⊗B k(p)). For any a⊗ 1

b ∈ I the element (1⊗ b)(a⊗
1
b ) = a ⊗ 1 is also in I, and so a ∈ I ′. Since q ⊇ I ′ this implies that
a ∈ a and so a ⊗ 1

b ∈ q′. Hence q′ ⊇ I. What we have shown is that a
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prime q is in V (I) if and only if π−1q is in V (I ′)∩f−1p. So the morphism
Spec(A⊗B k(p))→ f−1p is closed. Since it is also a continuous bijection,
this proves that it is a homeomorphism.

b The ring of the fibre is the tensor (k[s, t]/(s− t2))⊗k (k[s]/(s− a)) which
is isomorphic to the ring k[s, t]/(s − t2, s − a). Since s = t2 = a in this
ring, every class can be represented uniquely by a polynomial of the form
a0 + a1t. Recalling that t2 = a it can be checked that if a ̸= 0, a ring
isomorphism k[s, t]/(s− t2, s− a) ∼= k ⊕ k is given by

(1, 0)↔ 1

2
√
a
t+

1

2
(0, 1)↔ − 1

2
√
a
t+

1

2

and so the fibre has two points, both with residue field k. If a = 0, then
k[s, t]/(s− t2, s− a) ∼= k[t]/(t2), which is a nonreduced one-point scheme.
For the generic point, the ring of the fibre is (k[s, t]/(s − t2)) ⊗k k(s) ∼=
k(t)[s]/(s− t2) which is an extension of degree zero.

Exercise 3.11. Closed Subschemes.

a Closed immersions are stable under base extension: if f : Y → X is a
closed immersion, and if X ′ → X is any morphism, then f ′ : Y ×X X ′ →
X ′ is also a closed immersion.

b If Y is a closed subscheme of an affine scheme X = SpecA, then Y is
also affine, and in fact Y is the closed subscheme determined by a suitable
ideal a ⊆ A as the image of the closed immersion SpecA/a→ SpecA.

c Let Y be a closed subset of a scheme X, and give Y the reduced induced
subscheme structure. If Y ′ is any other closed subscheme of X with the
same underlying topological space, show that the closed immersion Y → X
factors through Y ′.

d Let f : Z → X be a morphism. Then there is a unique closed subscheme
Y of X with the following property: the morphism f factors through Y ,
and if Y ′ is any other closed subscheme of X through which f factors,
then Y → X factors through Y ′ also. If Z is a reduced scheme, then Y is
just the reduced induced structure on the closure of the image f(Z).

Solution. a Step 1: X and X ′ are affine. In this case by part (b) of this
exercise is also affine and is infact SpecA/I for some suitable ideal of
A = Γ(X,OX). Then if Γ(X ′,OX′) = B the morphism Y ×X X ′ → X ′

is Spec(B ⊗A (A/I)) → SpecB and since B ⊗A (A/I) ∼= B/J where
J = ⟨ϕI⟩ the ideal generated by the image of I, we see that the morphism
Y ×X X ′ → X ′ is a closed immersion.

Step 2: X is affine. Let x ∈ X ′ be a point of X ′ and SpecA = U an
open affine neighbourhood of X. As we have just seen, Y ×X U → U is
a closed immersion, and so since Y ×X U = (f ′)−1U it follows that the
morphism of stalks (OX′)x → (f ′∗OY×XX′)x is surjective. Furthermore,
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it shows that locally, f ′ is a homeomorphism onto a closed subset of X ′.
This is enough to conclude that f ′ is globally a homeomorphism onto a
closed subset of X ′. 2

Step 3: X and X ′ general. Take an open affine cover {Ui = SpecAi}
of X and let f−1Ui = Yi and g−1Ui = X ′

i where g : X ′ → X. From
the previous step we know that the morphisms Yi×Ui X

′
i → X ′

i are closed
immersions. But these are the same as the morphisms X ′

i×X Y → X ′
i and check this

so we have found an open cover of X ′ on which f ′ is a closed immersion.
This is enough to conclude that X ′×X Y → X ′ is a closed immersion (see
footnote). To be done.

b Let Vi = SpecBi be an open affine cover of Y . By definition of the induced
topology, if the Vi are open in Y then there is some open Ui ⊆ SpecA such
that Ui ∩ Y = Vi. Since SpecA is affine the Ui are covered by basic open
affines D(aij). Consider the composition Vi = SpecBi → Y → SpecA.
There is an induced ring homomorphism ϕi : A → Bi and the preimage
of D(aij) is D(ϕiaij) = Spec(Bi)ϕiaij ⊆ SpecBi. The complement Y c ⊆ finitely many?
SpecA is open and therefore covered by basic open affines D(gi). Putting
these two sets of basic opens together we get a cover of SpecA since every
point in Y is covered as well as every point not in Y . Using the quasi-
compactness of SpecA (since it is affine) we find a finite subcover {D(hi)}
where hi = fj or gk for some j, k. As this is a cover, the hi generate
the unit ideal in A. That is, there are ki ∈ A such that 1 =

∑
hiki.

Under the ring homomorphism A → Γ(Y,OY ) unity is preserved and so
the images of the hi generate the unit ideal there also. But recall that
D(hi) ⊆ Y were all affine, and so the criteria of Exercise I.2.17(b) is
satisfied and we see that Y is affine. Now we use Exercise II.2.18(d) to
find that ϕ : A → B = Γ(Y,OY ) is surjective (f# is surjective since
Y → SpecA is a closed embedding). Hence, B ∼= A/ kerϕ and Y is
determined by the ideal kerϕ. check the

structure sheaf
isomorphism
on stalks

c First assume that X = SpecA is affine, so Y = SpecA/I for some radical
ideal I. As we have seen in the previous part, this implies that Y ′ =
SpecB′ is affine and is determined by an ideal I ′ ⊆ A. That is, B′ ∼= A/I ′.
Since Y ′ and Y share the same underlying closed set,

√
I =
√
I ′. But I is

already reduced and so I =
√
I ′. Hence, the morphism A → A/I factors

as A → A/I ′ → A/I. In fact, it factors uniquely. If X is not affine,
we can take an open affine cover {SpecAi}. If {SpecBi} and {SpecB′

i}
are the retrictions of this cover to Y and Y ′ respectively, then as we
have just seen, we obtain morphisms gi : SpecBi → SpecB′

i which factor

2Let Z be the image of f ′ in X′. To see that Z is closed it is enough to note that the closure
of a set is the union of its closures on an open cover {Ui} since Z ⊆

∪
Ui ∩ Z ⊆

∪
(Ui∩Z) = Z.

To see that it is mapped homeomorphically we need just to show that it is closed (since we
already know that it is bijective and continuous). But this follows from the same reasoning.
That is, for a closed subset Z ⊆ Y ×X X′ its image f ′(Z) is closed globally if and only if it
is closed locally on an open cover. But this we have seen since locally Y ×X X′ is mapped
homeomorphically onto is image.
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SpecBi → SpecAi. If p ∈ SpecA is a point in an intersection SpecAi ∩
SpecAj , we take a basic open affine eighbourhood D(f) of p (contained
in SpecAi ∩ SpecAj (say with f ∈ Ai) and then we are still in the affine
world, so we get a factoring Spec(Bi)f → Spec(B′

i)f → Spec(Ai)f . Since
this factoring was unique, this shows that the restriction of the gi to the
intersections agrees, and so the gi give a well defined morphism Y → Y ′

which factors Y → X. check the glu-
ing

To be done.
d

Exercise 3.12. Closed Subschemes of ProjS.

a Let ϕ : S → T be a surjective homomorphism of graded rings, preserving
degrees. Show that the open set U of Exercise II.2.14 is equal to ProjT ,
and the morphism f : ProjT → ProjS is a closed immersion.

b If I ⊆ S is a homogeneous ideal, take T = S/I and let Y be the closed
subscheme of X = ProjS defined as the mage of the closed immersion
ProjS/I → X. Show that different homogeneous ideals can give rise to
the same closed subscheme. For example, let d0 be an integer, and let
I ′ =

⊕
d≥d0 Id. Show that I and I ′ determine the same closed subscheme.

To be done.
Solution. a

Exercise 3.13. Properties of Morphisms of Finite Type.

a A closed immersion is a morphism of finite type.

b A quasi-compact open immersion is of finite type.

c A composition of two morphisms of finite type is of finite type.

d Morphisms of finite type are stable under base extension.

e If X and Y are schemes of finite type over S, then X ×S Y is of finite
type over S.

f If X
f→ Y

g→ Z are two morphisms, and it f is quasi-compact, and g ◦ f
is of finite type, then f is of finite type.

g If f : X → Y is a morphism of finite type, and if Y is noetherian, then X
is noetherian.

Solution. a Take an open affine cover Ui = SpecAi of the target scheme
X. The restriction of f : Y → X to f−1Ui → Ui is still a closed immer-
sion and so it follows from Exercise II.3.11(b) that f−1Ui is affine, say
f−1UI = SpecBi. Since the morphism of structure sheaves is surjective,
the morphism (Ai)p → (Bi)ϕ−1p is surjective at every prime p ∈ SpecAi
and from this it follows that Ai → Bi is surjective. Hence, each Bi is a
finitely generated Ai module.
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b Let i : U → X be a quasi-compact open immersion. Since we already
know that i quasi-compact, by Exercise II.3.3(a) we only need to show
that it is locally of finite type. Let SpecAi be an open affine cover of X.
Then i restricts to open immersions Ui → SpecA. Each Ui is covered by
basic open sets D(fij) ∼= Spec(Ai)fij . Clearly, each (Ai)fij is a finitely
generated Ai-algebra (generated by 1 and 1

fij
for example) and so we have

shown that i is locally of finite type.

c Let X
f→ Y

g→ Z be a pair of composable morphisms of finite type. Let
W = SpecC be an open affine subscheme of Z. By Exercise I.3.1 the
preimage g−1W can be covered by finitely many open affine subschemes
SpecBi such that each Bi is a finitely generated C-algebra. Again by
Exercise I.3.1, the preimage f−1 SpecBi of each SpecBi can be covered
by finitely many open affine subschemes SpecAij such that each Aij is a
finitely generated Bi-algebra. Hence, the preimage (g ◦ f)−1W of W can
be covered by finitely many open affine subschemes SpecAij such that
each Aij is a finitely generated C-algebra, so by Exercise I.3.1 g ◦ f is a
morphism of finite type.

d Consider a pullback square with f a morphism of finite type:

X ′ ×X Y

f ′

��

g′ // Y

f

��
X ′ g // X

We want to show that X ′ ×X Y → X ′ is a morphism of finite type. If
X ′, X and Y are affine this is certainly true since A ⊗C B is a finitely
generated B-algebra if A is a finitely generated C-algebra. If X ′ and X
are both affine then it is true since a finite open affine cover Ui ⊆ Y leads
to a finite open affine cover Ui×X X ′ of Y ×X X ′ and as we just noted, if
the Ui are of finite type over X then the Ui ×X X ′ are of finite type over
X ′. Now suppose that just X is affine and let Vi be an open affine cover
of Y ′. Then each Vi ×X Y is of finite type over Vi and so since they cover
X ′ and Vi×X Y is the preimage of Vi we see that X

′×X Y is of finite type
over X ′.

So the only case left is when X is not affine. In this case, take an open
affine cover {Ui = SpecAi} of X and let X ′

i = g−1Ui and Yi = f−1Ui.
From the above work we see that X ′

i ×Ui Yi is of finite type over X ′
i. But

this is the same morphism as X ′
i ×X Y → X ′

i and so we have found an
open cover of X ′ on which f ′ is of finite type. This is enough to conclude
that f ′ is of finite type.

e Let {SpecCi} be an open cover of S. Since X
f→ S (resp. Y

g→ S) is a
scheme of finite type over S, the preimages f−1 SpecCi (resp. g

−1 SpecCi)
can be covered by finitely many open affines, say {SpecAij} (resp. {SpecBik})
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such that each Aij (resp. Bik) is a finitely generated Ci algebra. It can
be seen from the construction of X ×S Y given in the text that X ×S Y
is covered by the open affines Spec(Aij ⊗Ci

Bik) for various i, j, k. Notice
that for fixed i there are finitely many of these. Since Aij and Bik are
finitely generated Ci algebras, it follows that Aij ⊗Ci Bik is a finitely gen-
erated Ci algebra (if {αℓ} ⊆ Aij and {βm} ⊆ Bik are finitely generating
sets then take {αℓ⊗βm}). So we have found an affine cover of S such that
each of the preimages in X ×S Y satisfies the required property. Hence,
X ×S Y → S is a morphism of finite type.

f Since we are given that f is quasi-compact, by Exercise II.3.3(a) we just
need to show that it is locally of finite type. Let C = {SpecCi} be an open
affine cover of Z. Since gf is of finite type, the preimages (gf)−1 SpecCi
are covered by finitely many open affines SpecAij such that each Aij is
a fintely generated Ci-algebra. Let {SpecBik} be an open affine cover
of g−1 SpecCi in Y . Then the preimage of each SpecBik is contained in
∪j SpecAij so we can cover it with basic open affines coming from the
SpecAij . Stated differently, for each ik, the preimage f−1 SpecBik can
be covered with affine schemes of the form Spec(Aij)aikℓ

for some j and
some aikℓ ∈ Aij . We then have a sequence of ring homomorphisms Ci →
Bik → (Aij)aikℓ

. The composition makes (Aij)aikℓ
a finitely generated

Ci-algebra (since Aij is a finitely generated Ci algebra we can choose the
generators for Aij together with 1

aikℓ
) and hence, (Aij)aikℓ

is a finitely

generated Bik-algebra (we can take the same generators as for over Ci as
everything in Ci goes through Bik anyway).

g Let Vi = SpecBi be a finite affine cover of Y and Uij = SpecAij be
a finite affine cover of Vi such that each Aij is a finitely generated Bi-
algebra. Since each Aij is a finitely generated Bi-algebra, and each Bi is
noetherian (since Y is noetherian) it follows from Hilbert’s Basis Theorem
that the Aij are noetherian. Hence, Y is locally noetherian.

To see that Y is quasi-compact, consider a finite open affine cover {Ui}
of X. Since f is of finite type it is quasi-compact (Exercise I.3.3(a)), and
so the preimage f−1U of each Ui is quasi-compact (Exercise I.3.2). Now
let {Vj}j∈J be an open cover of Y indexed by a set J . This gives an open
cover of f−1Ui for each i, and since each of these is quasi-compact, there is
a finite subcover, indexed by a finite set, say Ji. Now ∪Ji is finite and the
subcover indexed by it is still a cover so we have found a finite subcover
of an arbitrary cover. Hence, Y is noetherian.

Exercise 3.14. If X is a scheme of finite type over a field, show that the closed
points of X are dense. Give an example to show that this is not true for arbitrary
schemes.

Solution. We immediately reduce to the affine case, for if V is a closed subset
containing every closed point, then for each Ui in an open affine cover, V ∩Ui is
a closed subset containing every closed point of Ui. So we can’t have a proper

13



closed subset containing every closed point globally, unless we can have them
locally on affines.

So let X = SpecA be an affine scheme of finite type over a field. If we can
show that the Jacobson radical is the same as the nilradical of A we are done,
since the Jacobson radical corresponds to the smallest closed subset containing
all the maximal points, and the nilradical corresponds to the closed set which
is the whole space. But this is a statement of the Nullstellensatz.

An example of a scheme for which this is not true is SpecR for any local
ring R of dimension greater than 0. The maximal ideal is unique and therefor
equal to its own closure. Since the dimension is positive however, this is not the
whole space.

Exercise 3.15. Let X be a scheme of finite type over a field k (not necessarily
algebraically closed).

a Show that the following three conditions are equivalent.

(a) X ×k k is irreducible, where k denotes the algebraic closure of k.

(b) X ×k ks is irreducible, where ks denotes the separable closure of k.

(c) X ×k K is irreducible for every extension field K of k.

b Show that the following three conditions are equivalent.

(a) X ×k k is reduced.

(b) X ×k kp is reduced, where kp denotes the perfect closure of k.

(c) X ×k K is reduced for all extension fields K of k.

c Give examples of integral schemes which are neither geometrically irre-
ducible nor geometrically reduced. To be done.

Solution. a To be done.

b

c Consider
SpecQ[x, y]/(x2 + y2)

Since x2 + y2 is an irreducible polynomial in Q[x, y] the ideal (x2 + y2) is
prime and therefore the affine scheme is integral. However, after tensoring
with C we get

SpecC[x, y]/((x− iy)(x+ iy))

which is certainly not irreducible.

Now consider
SpecZ[x]/(x2 − p)

for some prime p.In the integers since p is prime there is not solution to
x2 = p and so x2 − p is irreducible implying that the affine scheme is
integral. However after tensoring with Z/p we get

Spec(Z/p)[x]/(x2)

14



which is certainly not reduced.

For an example over a field consider Fp(t) the function field over the field
with p elements. We take our example to be

SpecFp(t)[x]/(xp − t)

which is integral as xp−t has no solutions in Fp(t). Tensoring with Fp(t
1
p )

however, our scheme becomes

SpecFp(t
1
p )[x]/(x− t

1
p )p

Exercise 3.16. Noetherian Induction. Let X be a noetherian topological space,
and let P be a property of closed subsets of X. Assume that for any closed
subset Y of X, if P holds for every proper closed subset of Y , then P holds
for Y (in particular, P holds for the empty set). Then P holds for X.

Solution. Let NP be the collection of closed subsets of X for which P does not
hold. If NP is not empty, then since X is noetherian, it has a least element Z.
If every proper closed subset of Z satisfies P then so does Z, however if there
is a proper closed subset of Z that doesn’t satisfy P then Z is not minimal.
Hence, we have a contradiction and NP must be empty. So X satisfies P.

Definition. A topological space X is a Zariski space if it is noetherian and every
(nonempty) closed irreducible subset has a unique generic point.

Exercise 3.17. Zariski spaces.

a Show that if X is a noetherian scheme, then sp(X) is a Zariski space.

b Show that any minimal nonempty closed subset of a Zariski space consists
of one point. These are called closed points.

c Show that a Zariski space X satisfies T0: given any two distinct points of
X, there is an open set containing one but not the other.

d If X is an irreducible Zariski space, then its generic point is contained in
every nonempty open subset of X.

e Show that the minimal points, for the partial ordering determined by x1 >
x0 if x0 ∈ {x1}, are the closed points, and the maximal points are the
generic points of the irreducible components of X. Show also that a closed
subset contains every specialization of any of its points.

f Let t be the functor on topological spaces introduced in the proof of (2.6):
the points of t(X) are the irreducible closed subsets of X and the closed
subsets are the sets of the form t(Y ) where Y is a closed subset of X.

If X is a noetherian topological space, show that t(X) is a Zariski space.
Furthermore, X itself is a Zariski space if and only if the map α : X →
t(X) is a homeomorphism.
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Solution. a We have already seen in the text (Caution 3.1.1) that sp(X) is
a noetherian topological space so we just need to show that each closed
irreducible subset has a unique generic point. Note that for a closed
irreducible subset Z of any topological space and an open subset U , either
U contains the generic points of Z, or U ∩ Z = ∅ (since if η ̸∈ U then U c

is a closed subset containing η and so {η} ⊆ U c and therefore U ∩Z = ∅).
So we can reduce to the affine case.

Suppose that X is affine. Then the irreducible closed subsets correspond
to ideals I with the property that

√
I =
√
JK ⇒

√
I =
√
J or

√
K. We

claim that ideals with this property are prime. To see this, suppose that
fg ∈

√
I. Then

√
I = ((f)+

√
I)((g)+

√
I) and so either

√
I = (f)+

√
I or√

I = g +
√
I. Hence, either f ∈

√
I or g ∈

√
I. It is straightforward that

p is a generic point for V (p) so we just need to show uniqueness. Suppose
that p, q are two generic points for a closed subset determind by an ideal
I. Then p =

√
p =
√
I =
√
q = q.

b Let Z be a minimal nonempty closed subset. Since Z is minimal it is
irreducible and therefore, by the previous part has a unique generic point
η. For any point x ∈ Z, again since Z is minimal, we have Z = {x} and
so x = η.

c Let x, y be the two distinct points and let U = {x}
c
. If y ∈ U we are done.

If not, then y ∈ {x}. If x ∈ {y} then x and y are both generic points for
the same closed irreducible subset, which contradicts the assuption that
they were distinct. Hence, x ∈ {y}

c
.

d If η ̸∈ U then η ∈ U c, a closed subset, and so X = {η} ⊆ U c. Therefore
U = ∅.

e Let X = ∪Zi be the expression of X as the union of its irreducible closed
subsets. In particular, the Zi are the maximal irreducible closed subsets.
Let η be the generic point of Zi and x a point such that η ∈ {x}. This
implies that Zi ⊆ {x} and so since the Zi are maximal, Zi = {x}. Since
the generic points of irreducible closed subsets are unique, this implies
that η = x. So η is maximal. Conversely, suppose that η is maximal. η is
in Zi for some i. If η′ is the unique generic point of Zi then η ∈ {η′} and
so since η is maximal, η = η′.

Let Z be a closed subset and z ∈ Z. Since {z} is the smallest closed subset
containing z, and Z contains z, we have {z} ⊆ Z.

f Since the lattice of closed subsets of t(X) is the same as the lattice of
closed subsets of X, we immediately have that t(X) is noetherian. Now
consider η, a closed irreducible subset of X, and its closure {η} in t(X).
This is the smallest closed subset of X containing η. Since η is itself a
closed subset of X, we see that this is η. So if η′ is a generic point for
{η} ⊆ t(X) then {η} = {η′}, and so η = η′. Hence, each closed irreducible
subset has a unique generic point.
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If X is itself a Zariski space then there is a one-to-one correspondence
between points and irreducible closed subsets. Hence, α isa bijection on
the underlying sets. It is straightforward to see that its inverse is also
continuous.

Exercise 3.18. Constructible sets. Let X be a Zarisiki topological space. A
constructible ubset of X is a subset which belongs to the smallest family F of
subsets such that (1) every open subset is in F, (2) a finite intersection of
elements of F is in F, and (3) the complement of an element of F is in F.

a A subset of X is locally closed if it is the intersection of an open subset
with a closed subset. Show that a subset of X is constructible if and only
if it can be written as a finite disjoint union of locally closed subsets.

b Show that a constructible subset of an irreducible Zariski space X is dense
if and only if it contains the generic point. Furthermore, in that case it
contains a nonempty open subset.

c A subset S of X is closed if and only if it is constructible and stable under
specialization. Similarly, a subset T of X is open if and only if it is
constructible and stable under generization.

d If f : X → Y is a continuous map of Zariski spaces, then the inverse
image of any constructible subset of Y is a constructible subset of X.

Solution. a Consider
⨿n
i=1 Zi ∩ Ui ⊆ X where Zi are closed subsets of X

and Ui are open subsets of X. Note that (1) + (3) implies that all closed
subsets of X are in F and (2) + (3) implies that finite unions of elements
of F are in F. Hence, as long as the Zi ∩ Ui are disjoint,

⨿n
i=1 Zi ∩ Ui =

∪ni=1Zi ∩ Ui ∈ F.

Let F′ be the collection of subsets of X that can be written as a finite
disjoint union of locally closed subsets. We have just shown that F′ ⊂ F, so
by definition, if F′ satisfies (1), (2), and (3) then F′ = F. We immediately
have that (1) is satisfied since U ∩X = U and X is closed. If

⨿n
i=1 Zi∩Ui

and
⨿n
i=1 Z

′
i ∩ U ′

i are two elements of F′ then their intersection is(
n⨿
i=1

Zi ∩ Ui

)
∩

(
n⨿
i=1

Z ′
i ∩ U ′

i

)
=

n⨿
i,j=1

(Zi ∩ Z ′
j) ∩ (Ui ∩ U ′

j)

which is in F′ so (2) is satisfied. We show (3) by induction on n. Let
F′
n ⊂ F be the collection of subsets of X that can be written as a finite

disjoint union of n locally closed ubsets. Note that ∪nF′
n = F′ and that

we have already shown that, an intersection an element of an element of
F′
n and an element of F′

m is in F′. Let S ∈ F′
1. So S = U ∩ Z. Then its

complement is

Sc = (U ∩ Z)c = U c ∪ Zc = U c
⨿

(Zc ∩ U)
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which is in F′. Now let S ∈ F′
n and suppose that for all i < n, complements

of memebers of F′
i are in F′. We can write S as S = Sn−1

⨿
S1 for some

Sn−1 ∈ F′
n−1 and S1 ∈ F′

1. The complement of S is then Scn−1 ∩ Sc1. We
know that Scn−1 and Sc1 are in F′ by inductive hypothesis and we know
that their intersection is in F′ by (2) which we proved above. Hence, Sc

is in F′ and we are done.

b Let S ∈ F. If if the generic point η is in S then S ⊇ {η} = X so S is
dense.

For the converse, we use the fact that for an irreducible Zariski space,
every nonempty open subset contains the generic point (Exercise 3.17(d)).
Suppose S =

⨿n
i=1 Zi ∩ Ui is dense, that is, its closure is X. The closure

S is the smallest closed subset that contains S so any closed subets, for
example ∪iZi that contains S, contains the closure. Hence, ∪iZi ⊇ S = X.
But X is irreducible and so Zi = X for some i. So up to reindexing,

S = Un
⨿(⨿n−1

i=1 Zi ∩ Ui
)
. Since every nonempty open subset contains

the generic point, S contains the generic point.

c It is immediate the closed (resp. open) subsets are constructible and stable
under specialization (resp. generization). Suppose that S =

⨿n
i=1 Zi ∩ Ui

is a constructible set stable under specialization and let x be the generic
point of an irreducible component of Zi that intersects Ui nontrivially.
Since S is closed under specialization, S contains every point in the closure
of {x}. So S contains every point of every irreducible component of each
Zi. That is, S ⊇ ∪Zi. Now consider a point x ∈ S. It is contained in so
Zi and so S ⊆ ∪Zi. Hence S = ∪Zi is closed.
Now suppose S is a constructible set, stable under generization. Then Sc

is a closed set, stable under specialization and therefore closed, so S is
open.

d

f−1

(
n⨿
i=1

Zi ∩ Ui

)
=

n⨿
i=1

f−1(Zi ∩ Ui) =
n⨿
i=1

f−1(Zi) ∩ f−1(Ui)

Since f is continuous, f−1Zi is closed and f−1Ui is open, hence, the
primage of a constructible set is constructible.

Exercise 3.19. Let f : X → Y be a morphism of finite type of noetherian
schemes. Then the image of any constructible subset of X is a constructible
subset of Y . In particuler, f(X), which need not be either open or closed, is a
constructible subset of Y .

a Reduce to showing that f(X) itself is constructible, in the case where X
and Y are affine, integral, noetherian schemes, and f is a dominant mor-
phism.

18



b In that case, show that f(X) contains a nonempty open subset of Y by
using the following result from commutative algebra: let A ⊆ B be an
inclusion of noetherian integral domains, such that B is a finitely gener-
ated A-algebra. Then given a nonzero element b ∈ B, there is a nonzero
element a ∈ A with the following property: if ϕ : A→ K is any homomor-
phism of A to an algebraically closed field K, such that ϕ(a) ̸= 0, then ϕ
extends to a homomorphism ϕ′ of B into K, such that ϕ′(b) ̸= 0.

c Use noetherian induction to complete the proof.

d Give some examples of morphisms f : X → Y of varieties over an alge-
braically closed field k, to show that f(X) need not be open of closed.

Solution. a If S ⊆ X is a constructible set then we can restrict the morphism
to f |S : S → Y . So it is enough to show that f(X) itself is constructible.
If {Vi} is an affine cover of Y and {Uij} is an affine cover for each f−1(Vi)
then if f(Uij) is constructible for each i, j then f(X) = ∪f(Uij) is con-
structible, so we can assume that X and Y are affine. Similarly, if {Vi} are
the irreducible components of Y and {Uij} the irreducible components of
f−1(Vi), then if f(Uij) is constructible for each i, j then f(X) = ∪f(Uij)
is constructible, so we can assume that X and Y are irreducible. Reducing
a scheme (or ring) doesn’t change the topology, so we can assume that X
and Y are reduced. Putting these last two together, we can assume that
X and Y are integral.

The last thing is to show that we can assume f is dominant. Suppose that
f(X) is constructible for every dominant morphism. We have an induced
morphism f ′ : X → f(X) = C from X into the closure of its image C.
Then f ′ is certainly dominant, so f ′(X) is constructible in C. This means
it can be written as

⨿
Ui ∩ Zi a disjoint union of locally closed subsets.

Since C is closed in Y , each Zi is still closed in Y . The subsets Ui on
the otherhand, can be obtained as Ui = Vi ∩ C for some open subsets
Vi of Y , by the definition of the induced topology on C. We now have,
f(X) =

⨿
Ui ∩ Zi =

⨿
Vi ∩ (C ∩ Zi), which is constructible.

b If X = SpecB and Y = SpecA are affine integral noetherian schemes, and
f is a dominant morphism, then f : X → Y is induced by a morphism
ϕ : A → B. Since A is integral it has a generic point η = (0) and since
f is dominant, η is in the image of f . That is, there is some p ⊆ B such
that ϕ−1p = (0). Since every element of B is contained in a prime ideal,
in particular this means that ϕ is injective. By the assumption that f
is finite type, we have that B is a finitely generated A-algebra. We now
use the following lemma, with b = 1 to find an element a of A with the
stated properties. We claim that D(a) ⊆ f(SpecB). To see this, suppose
that p ∈ D(a). So a ̸= p and the image of a under the composition
ϕ : A → A/p → Frac(A/p) → Frac(A/p) is nonzero. This means that
we can lift ϕ to a homomorphism ϕ′ : B → K in which 1 is not zero.
This means the kernel of ϕ′ is a proper prime ideal q of B. We now have
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A ∩ q = A ∩ kerϕ′ = kerϕ = p and so q gets sent to p under X → Y .
Hence, D(f) is contained in the image of f .

Lemma 4. Let A ⊆ B be an inclusion of noetherian integral domains, such
that B is a finitely generated A-algebra. Then given a nonzero element
b ∈ B, there is a nonzero element a ∈ A with the following property: if
ϕ : A→ K is any homomorphism of A to an algebraically closed field K,
such that ϕ(a) ̸= 0, then ϕ extends to a homomorphism ϕ′ of B into K,
such that ϕ′(b) ̸= 0.

Proof. First suppose that B is generated over A by one element. Then
either B ∼= A[x] or B ∼= A[x]/(f(x)) where f(x) = a0+a1x+ · · ·+anxn is
an irreducible polynomial of degree, say n (irreducible since B is integral).

In the first case, given b = g(x) = b0 + b1x+ · · ·+ bdx
d we choose a = bd.

Then for a homomorphism ϕ : A → K into an algebraically closed field,
we get a nonzero (since ϕ(bd) ̸= 0) polynomial ϕ(g)(x) ∈ K[x] which has
d roots. Since K is algebraically closed, we choose an element α that is
not a root, and define ϕ′ : B → K by sending x to α.

Now suppose that B ∼= A[x]/(f(x)). Let b ∈ B and let g(x) = b0 +
b1x + · · · + bmx

m ∈ A[x] be a representative for b with m < n. Choose
a = bm ∈ A. Now given a morphim ϕ : A → K, we obtain polynomi-
als ϕ(f)(x), ϕ(g)(x) ∈ K[x] which since K is algebraically closed can be
written as an

∏n
i=1(x − αi) and bm

∏m
i=1(x − βj) for some αi, βj ∈ K.

Note that the αi are all distinct. Choosing an αi ̸∈ {β1, . . . , βm} we get justify this
a morphism ϕ′ : B → K defined by x 7→ αi which extends ϕ. Now the
image of b is bm

∏m
i=1(αi − βj) which is nonzero by our choice of αi and

the fact that ϕ(a) = ϕ(bm) ̸= 0.

Now suppose that we have a B generated by n elements over A. So
B ∼= A[x1, . . . , xn]/p for some prime idea p. Let ψ : A[x1, . . . , xn−1] →
A[x1, . . . , xn] denote the inclusion. It can be shown thatA′ def= A[x1, . . . , xn−1]/ψ

−1p
is a noetherian integral domain and A′ ⊂ B satisfies the assumptions of justify this
the lemma. So we have reduced to the case where B is generated by one
element, which we have already proven.

c We need to show that given a closed subset Z ⊆ Y of Y , if Z ′ ∩ f(X)
is constructible for every proper closed subset of Z, then Z ∩ f(X) is
constructible. The result that f(X) is constructible will then follow by
Noetherian induction.

So suppose that Z ′ ∩ f(X) is constructible for every closed proper subset
of a closed subset Z ⊆ Y . To be done.

d Consider the morphism Spec k[t, t−1, (t− 1)−1]→ Spec k[x, y] determined
by y 7→ 0, x 7→ t. It is a composition

A1
k − {0, 1} → A1

k − {0} → A2
k
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where the image of the second morphism is the hyperbola xy = 1, a closed
subset of A2

k. The closure of the image of the composition is xy = 1 but
the image is missing the point (1, 1).

Exercise 3.20. Dimension. Let X be an integral scheme of finite type over
a field k (not necassarily algebraically closed). Use appropriate results from
Section I.1 to prove the following:

a For any closed point P ∈ X, dimX = dimOP .

b Let K(X) be the function field of X. Then dimX = tr.d. K(X)/k.

c If Y is a closed subset of X, then codim(Y,X) = inf{dimOP,X : P ∈ Y }.

d If Y is a closed subset of X, then dimY + codim(Y,X) = dimX.

e If U is a nonempty open subset of X, then dimU = dimX.

f If k ⊆ k′ is a field extension, then every irreducible component of X ′ =
X ×k k′ has dimension = dimX.

Lemma 5. Let P be a point of X. Then there is an inclusion reversing bijection
between irreducible subsets of X containing P and prime ideals of OX,P .

Proof. Let U = SpecB be an open affine subset of X containing P and let
p be the prime ideal of B corresponding to P . So we have an isomorphism
OX,P ∼= Bp. We will use bijections

{Z ⊆ X : Z cl. irr. and P ∈ Z} ↔ {Z ⊆ U : Z cl. irr. and P ∈ Z}
↔ {I ⊆ B : I prime and p ⊇ I}
↔ {I ⊆ Bp : I prime }

The only one of these that is not immediately a bijection is the first one.
If Z is a closed irreducible subset ofX containing P , then U∩Z is a nonempty

closed subset of U . We can write Z = (U c ∩ Z) ∪ (U ∩ Z). Since we assumed
that Z is irreducible and intersects U we have Z = U ∩ Z. To see that Z ∩U is
irreducible, suppose we write it as U∩Z = Z1∪Z2 for closed subsets Z1, Z2 ⊆ U .
Since the Zi are closed in U we have Zi = U ∩ Zi where Zi is their closure in
X. Now Z = U ∩ Z = Z1 ∪ Z2 = Z1 ∪ Z2 and so Z = Zi for i = 1 or 2. Say 1.
Then Z ∩ U = Z1 and so Z ∩ U is irreducible.

Conversely, if Z is a closed irreducible subset of U , then consider Z. Writing
it as Z = Z1 ∪ Z2 we get Z = U ∩ Z = (U ∩ Z1) ∪ (U ∩ Z2) and so either
Z = U ∩ Z1 or Z = U ∩ Z2. Say Z = U ∩ Z1. Then Z ⊆ Z1 and so since
Z = Z1 ∪ Z2 we find that Z = Z1. So Z is irreducible.

Solution. a Via the lemma, any chain of distinct prime ideals of OP gives
a chain of distinct closed irreducibles of X containing P , so dimOP ≤
dimX. In particular, since any maximal chain of distinct closed irreducible
subset of X ends in a closed point, say Q, we have equality for at least
one point Q.
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Now for P again an arbitrary point, the fraction field of OP is the same as
the function field of X (since it is integral) and so by Theorem I.1.8A(a),
we have

dimOP = tr.d. K(OP )/k
= tr.d.K(X)/k = tr.d. K(OQ)/k = dimOQ = dimX

b This is contained in the proof of the previous part.

c By definition, codim(Y,X) is the infimum of the codimension of the closed
irreducible subsets of Y and so we can assume that Y is irreducible. In the
case where Y is irreducible, it has a unique generic point η, and Oη,X ⊇
OP,X for any P ∈ Y . This implies that dimOη,X ≤ dimOP,X for any P
and hence, inf{dimOP,X : P ∈ Y } = dimOη,X . Now the result follows
from the lemma.

d Suppose that X,Y are affine and Y is irreducible. Then Y corresponds
to a prime ideal p in B = Γ(X,OX). We have the following immediate
equalities: dimY = height p, dimB/p = codim(Y,X), dimX = dimB.
From these and Theorem I.1.8A(b) the result follows.

Now suppose X and Y are not necassarily affine, but Y is still irreducible.
Then it has a generic point η, and choosing an affine neighbourhood U =
SpecA of η we get a new pair, U and Y ′ = U ∩ Y which are affine, and
therefore satisfy

dimY ′ + codim(Y ′, U) = dimU

To be done.

e They have the same function fields, and so the equality follows from the
second part of this exercise.

To be done.

f

Exercise 3.21. Let R be a discrete valuation ring containing its residue field
k. Let X = SpecR[t] be the affine line over SpecR. Show that statements (a),
(d), (e) of Exercise 3.20 are false for X.

Solution. First we describe X. To list the points, we separate them into two
groups by considering the preimages of the closed and generic points under
R[t] → R. Topologically, these are isomorphic to Spec k[t] and SpecK[t] and
so the points of SpecR[t] are of four kinds. To describe these we name the
morphisms π : R[t]→ k[t] and ι : R[t]→ K[t]. Then a point of SpecR[t] is one
of

a ι−1(0) = (0),

b ι−1(f) = (f) for a polynomial f ∈ R[t] irreducible in K[t], and therefore
also in R[t] (note that by clearing denominators of coefficients, every poly-
nomial in K[t] can be written as a product of a unit in K and a polynomial
in R[t]).
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c π−1(0) = m[t],

d π−1(f) = m[t] + (f) for a polynomial f ∈ R[t] which is irreducible module
m[t], and therefore also irreducible R[t].

(0)

m[t]

ι−1(gi)∼∼∼∼∼∼∼∼∼∼∼∼

(t, fi) • • • • • • • •

To be done.

(a) A closed point of the form ι−1p.
To be done.

(d)
To be done.

(e)

Exercise 3.22. Dimension of the Fibres of a Morphism.
To be done.

Solution.

Exercise 3.23. If V , W are two varieties over an algebraically closed field k,
and if V ×W is their product, as defined in Exercises I.3.15 and I.3.16, and it
t is the functor of II.2.6 then t(V ×W ) = t(V )×k t(W ).

To be done.
Solution.
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4 Separated and Proper Morphisms

Exercise 4.1. Show that a finite morphism is proper.

Solution. Let f : X → Y be the finite morphism. Finite implies finite type so
we only need to show that f is universally closed and separated.

f is separated. We want to show that X → X ×Y X is a homeomorphism
onto a closed subset of X ×Y X. It is enough to show this locally so take an
open affine cover {Vi = SpecBi} of Y . Since f is finite, the preimages of the
Vi are also affine, say Ui = SpecAi. Now Ui ×Vi Ui are open affine subsets of
X ×Y X which cover the image of the diagonal and so it is enough to show
that each ∆−1Ui ×Vi Ui → Ui ×Vi Ui is a closed immersion. Now the preimages
are ∆−1Ui ×Vi Ui = Ui so we want to show that the scheme morphism induced
by Ai ⊗Bi Ai → Ai is a closed immersion. Since this ring homomorphism is
surjective, the result follows from Exercise II.2.18(c).

f is universally closed. The proof of Exercise II.3.13(d) goes through to show
that finite morphisms are stable under base change (in fact, the proof becomes
easier). Secondly, we know that finite morphisms are closed (Exercise II.3.5)
and therefore finite morphisms are universally closed.

Exercise 4.2. Let S be a scheme, let X be a reduced scheme over S, and let Y
be a separated scheme over S. Let f and g be two S-morphisms of X to Y which
agree on an open dense subset of X. Show that f = g. Give examples to show
that this result fails if either (a) X is nonreduced , or (b) Y is nonseparated.

Solution. Let U be the dense open subset of X on which f and g agree. Consider
the pullback square(s):

U

��

U

��
Z

∆′
//

��

X

f,g

��
Y

∆ // Y ×S Y

Since Y is separated, the lower horizontal morphism is a closed immersion.
Closed immersions are stable under base extension (Exercise II.3.11) and so
Z → X is also a closed immersion. Now since f and g agree on U , the image
of U in Y ×S Y is contained in the diagonal and so the pullback is, again U (at
least topologically. But this means that U → X factors through Z, whose image
is a closed subset of X. Since U is dense, this means that sp Z = sp X. Since
Z → X is a closed immersion, the morphism of sheaves OX → OZ is surjective.
Consider an open affine V = SpecA of X. Restricted to V , the morphism
Z∩V → V continues to be a closed immersion and so Z∩V is an affine scheme,
homeomorphic to V , determined by an ideal I ⊆ A. Since SpecA/I → SpecA
is a homeomorphism, I is contained in the nilradical. But A is reduced and so
I = 0. Hence, Z ∩ V = Z and therefore Z = X.
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a Consider the case whereX = Y = Spec k[x, y]/(x2, xy), the affine line with
nilpotents at the origin, and consider the two morphisms f, g : X → Y ,
one the identity and the other defined by x 7→ 0, i.e. killing the nilpotents
at the origin. These agree on the complement of the origin which is a
dense open subset but the sheaf morphism disagrees at the origin.

b Consider the affine line with two origins, and let f and g be the two open
inclusions of the regular affine line. They agree on the complement of the
origin but send the origin two different places.

Exercise 4.3. Let X be a separated scheme over an affine scheme S. Let U
and V be open affine subsets of X. Then U ∩ V is also affine. Give a example
to show that this fails if X is not separated.

Solution. Consider the pullback square

U ∩ V //

��

U ×S V

��
X

∆ // X ×S X

Since X is separated over S the diagonal is a closed immersion. Closed immer-
sions are stable under change of base (Exercise II.3.11(a)) and so U∩V → U×SV
is a closed immersion. But U ×S V is affine since all of U, V, S are. So
U ∩V → U ×S V is a closed immersion into an affine scheme and so U ∩V itself
is affine (Exercise II.3.11(b)).

For an example when X is not separated consider the affine plane with two
origins X and the two copies U, V of the usually affine plane inside it as open
affines. The intersection of U and V is A2 − {0} which is not affine.

Exercise 4.4. Let f : X → Y be a morphism of separated schemes of finite
type over a noetherian scheme S. Let Z be a closed subscheme of X which is
proper over S. Show that f(Z) is closed in Y , and that f(Z) with its image
subscheme structure is proper over S.

Solution. Since Z → S is proper and Y → S separated it follows from Corollary
II.4.8e that Z → Y is proper. Proper morphisms are closed and so f(Z) is
closed.

f(Z)→ S is finite type. This follows from it being a closed subscheme of a
scheme Y of finite type over S (Exercise II.3.13(a) and (c)).

f(Z)→ S is separated. This follows from the change of base square and the
fact that closed immersions are preserved under change of base.

f(Z)

∆

��

// Y

∆

��
f(Z)×S f(Z) // Y ×S Y

2



f(Z) → S is universally closed. Let T → S be some other morphism and
consider the following diagram

T ×S Z //

f ′

��

Z

f

��
T ×S f(Z) //

s′

��

f(Z)

s

��
T // S

Our first task will be to show that T ×S Z → T ×S f(Z) is surjective. Suppose
x ∈ T ×S f(Z) is a point with residue field k(x). Following it horizontally we
obtain a point x′ ∈ f(Z) with residue field k(x′) ⊂ k(x) and this lifts to a point
x′′ ∈ Z with residue field k(x′′) ⊃ k(x′). Let k be a field containing both k(x)
and k(x′′). The inclusions k(x′′), k(x) ⊂ k give morphisms Spec k → T ×S f(Z)
and Spec k → Z which agree on f(Z) and therefore lift to a morphism Spec k →
T×S , Z giving a point in the preimage of x. So T×SZ → T×S f(Z) is sujective.

Now suppose that W ⊆ T ×S f(Z) is a closd subset of T ×S f(Z). Its
vertical preimage (f ′)−1W is a closed subset of T ×S Z and since Z → S is
universally closed the image s′◦f ′((f ′)−1(W )) in T is closed. As f ′ is surjective,
f ′((f ′)−1(W )) = W and so s′ ◦ f ′((f ′)−1(W )) = s′(W ). Hence, T ×S f(Z) is
closed in T .

Exercise 4.5. Let X be an integral scheme of finite type over a field k, having
function field K. We say that a valuation of K/k has center x on X if its
valuation ring R dominates the local ring Ox,X .

a If X is separated over k, then the center of any valuation of K/k on X
(if it exists) is unique.

b If X is proper over k, then every valuation of K/k has a unique center on
X.

c Prove the converses of (a) and (b).

d If X is proper over k, and if k is algebraically closed, show that Γ(X,OX) =
k.

Solution. a Let R be the valuation ring of a valuation on K. Having center
on some point x ∈ X is equivalent to an inclusion Ox,X ⊆ R ⊆ K (such
that mR ∩Ox,X = mx) which is equivalent to a diagonal morphism in the
diagram

SpecK //

��

X

��
SpecR //

99tttttttttt
Spec k

But by the valuative criterion for separability this diagonal morphism (if
it exists) is unique. Therefore, the center, if it exists, is unique.
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b Same argument as the previous part.

c

d Suppose that there is some a ∈ Γ(X,OX) such that a ̸∈ k. Consider the
image a ∈ K. Since k is algebraically closed, a is transcendental over k
and so k[a−1] is a polynomial ring. Consider the localization k[a−1](a−1).
This is a local ring contained in K and therefore there is a valuation ring
R ⊂ K that dominates it. Since mR ∩ k[a−1](a−1) = (a−1) we see that
a−1 ∈ mR.

Now since X is proper, there exists a unique dashed morphism in the
diagram on the left.

SpecK //

��

X

��

K Γ(X,OX)oo

zzv
v
v
v
v

SpecR //

::t
t

t
t

t
Spec k R

OO

koo

OO

Taking global sections gives the diagram on the right which implies that
a ∈ R and so vR(a) ≥ 0. But a−1 ∈ mR and so vR(a

−1) > 0 This gives a
contradiction since 0 = vR(1) = vR(

a
a ) = vR(a) + vR(

1
a ) > 0.

Exercise 4.6. Let f : X → Y be a proper morphisms of affine varieties over
k. Then f is a finite morphism.

Solution. Since X and Y are affine varieties, by definition they are integral and
so f comes from a ring homomorphism B → A where A and B are integral.
Let K = k(A). Then for valuation ring R of K that contains ϕ(B) we have a
commutative diagram

SpecK //

��

X

��
SpecR //

∃!
;;x

x
x

x
x

Y

Since f is proper, the dashed arrow exists (uniquely, but we don’t need this).
From Theorem II.4.11A the integral closure of Φ(B) in K is the intersection of
all valuation rings of K which contain ϕ(B). As the dashed morphism exists for
any valuation ring K containing ϕ(B) so it follows that A is contained in the
integral closure of ϕ(B) in K. Hence every element of A is integral over B, and
this together with the hypothesis that f is of finite type implies that f is finite.

Exercise 4.7. Schemes over R.

a Let X be a separated scheme of finite type over C, let σ be a semilinear
involution on X, and assume that for any two points x1, x2 ∈ X there is
an open affine subset containing both of them. Show that there is a unique
separated scheme X0 of finite type over R such that X0 ×R C ∼= X, and
such that this isomorphism identifies the conjugation involution of X with
the one on X0 ×R C.
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For the following statements, X0 will denote a separated scheme of finite type
over R, and X,σ will denote the corresponding scheme with oncolution over C.

b Show that X0 is affine if and only if X is.

c If X0, Y0 are two such schemes over R, then to give amorphism f0 : X0 →
Y0 is equivalent to giving a morphism f : X → Y which commutes with
the involutions.

d If X ∼= A1
C then X0

∼= A1
R.

e If X ∼= P1
C then either X0

∼= P1
R or X0 is isomorhic to the conic in P2

R
given by the homogeneous equation x20 + x21 + x12 = 0.

Solution. a

b Since X0 ×R C ∼= X if X0 is affine then certainly X is. Conversely, if
X = SpecA is affine then as above, X0 = Spec(Aσ).

c Certainly, given f0 we get an f that commutes with the involution. Con-
versely, suppose that we are given f that commutes with σ. In the case
where Y and X are affine Y = SpecB and X = SpecA we get and in-
duced morphism on σ invarants Aσ → Bσ and this gives us the morphism
X0 → Y0. If X and Y are not affine then take a cover of X by σ preserved
open affines {Ui} and for each i take a cover {Vij} of f−1Ui with each Vij
a σ preserved open affine of Y . Let π : Y → Y0 is the projection and recall
that it is affine (part (b)). By the affine case, we get πVij → πUi and by
the way these are defined it can be seen that they glue together to give a
morphism Y0 → X0.

d See Case II of part (e).

e Case I: σ has no closed fixed points. Let x ∈ X ∼= P1
C be a closed point

and consider the space U = X\{x, σx}. Since σ has no fixed points
and PGLC(1) is transitive on pairs of distinct points we can find a C-
automorphism f that sends (x, σx) to (0,∞) and therefore assume that x
and σx are 0 and ∞ and so U ∼= SpecC[t, t−1]. Note that the lift of σ is
still C-semilinear by the commutativity of the following diagram.

X
f //

��

X
σ //

��

X
f−1

////

��

X

��
C id // C α // C id // C

Now σ induces an invertible semilinear C-algebra homomorphism on C[t, t−1].

We will show that σ acts via t 7→ −t−1. The element t must get sent
to something invertible and therefore gets sent to something of the form
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atk for some k an integer. 1 Since σ2 = id it follows that k = ±1.
Furthermore, by considering σ on the function field C(t) it can be seen
that k = −1 since otherwise the valution ring C[t](t) ⊂ C(t) would be
fixed, implying that σ has a fixed point. Now tσt = a is fixed by σ and σ
acts by conjugation on constants, we see that a ∈ R. If a is positive, the
ideal (t−

√
a) is preserved contradicting the assumption of no fixed points,

so a ∈ R≤0. Now we make a change of coordinates by replacing t with
1√
−a . This amounts to choosing a slightly different element of PGL(1) at

the beginning when we were sending x and σx to 0 and∞. With this new
t our involution is t 7→ −t−1.

Now we rewrite C[t, t−1] as
C[XZ ,

Y
Z ]

(1+XY
Z2 )

via

{
X
Z = t−1

Y
Z = −t

}
so the involution acts by switching X

Z and Y
Z (and conjugation on scalars).

Now consider the two subrings C[−t] and C[t−1] of the function field C(t).
We have isomorphisms

C[ YX ,
Z
X ]

( Y
X +( Z

X )2)
∼= C[−t] t = Z

X

C[XY ,
Z
Y ]

(X
Y +( Z

Y )2)
∼= C[t−1] −t−1 = Z

Y

and σ acts by swapping these two rings (and conjugation on scalars).
These three open affines patch together in a way compatible with σ to
form an isomorphism

Proj
C[X,Y, Z]
(XY + Z2)

∼= P1
C

where σ acts on the quadric by swapping X and Y , and conjugation on
scalars. Making a last change of coordinates

U =
1

2
(X + Y ) V =

i

2
(Y −X)

we finally get the isomorphism

Q = Proj
C[X,Y, Z]

(U2 + V 2 + Z2)
∼= Proj

C[X,Y, Z]
(XY + Z2)

∼= P1
C = X

1The group of units in C[t, t−1] is {atk : a ̸= 0, k ∈ Z}. Suppose that
(
∑m

i=m′ ai)(
∑n

i=n′ bi) = 1 the term of highest order in the product is ambntn+m = 1 and

so n = 1 − m. Similarly, the term of lowest order is am′bn′ tn
′+m′

= 1 and so n′ = 1 − m′.
Now n′ ≤ n = 1−m ≤ 1−m′ = n′ and so n = n′. The same argument shows that m = m′.
Hence, both elements of the product are of the form atk for some k.
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where σ acts on Q by conjugation of scalars alone. Hence

X0
∼= Q0 = Proj

R[X,Y, Z]
(U2 + V 2 + Z2)

Case II: σ has at least one fixed point. Now suppose that σ fixes a closed
point x. This means that σ restricts to a semilinear automorphism of the
complement of the fixed point SpecC[t] ⊂ P1

C. Since σ is invertible, t gets
sent to something of the form at+ b. There exists a change of coordinates
s = ct + d such that σs = s and so in these new coordinates we get a σ
invariant isomorphism X ∼= P1

R ⊗R C.

Exercise 4.8. Let P be a property of morphisms of schemes such that:

a a closed immersion has P;

b a composition of two morphisms having P has P;

c P is stable under base extension.

Then show that

d a product of morphisms having P has P;

e if f : X → Y and g : Y → Z are two morphisms, and if g ◦ f has P and
g is separated, then f has P;

f If f : X → Y has P, then fred : Xred → Yred has P.

Solution. d Let X
f→ Y and X ′ f ′

→ Y ′ be the morphisms. The morphism
f × f ′ is a composition of base changes of f and f ′ as follows:

X

��
X ×X ′

55kkkkkk

��
Y

Y ×X ′

55kkkkkk

��

))SSS
SSS

X ′

��
Y × Y ′

))SSS
SSS

Y ′

Therefore f × f ′ has property P.

e Same argument as above but we should also note that since g is separated
the diagonal morphism Y → Y ×Z Y is a closed embedding and therefore
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satsifies P.

Y

��
X

44hhhhhhhhhhh

��
Y ×Z Y

X ×Z Y
44iiiiii

��

**UUU
UUUU

U

X

��
Y

**VVV
VVVV

VVVV

Z

f Consider the factorization

Xred
id

((

fred

##

Γfred

&&MM
MMM

MMM
MM

Yred ×Y Xred
//

��

Xred

��
Yred // Y

The morphism Xred → X → Y is a composition of a closed immersion
and a morphism with property scP and therefore it has property P.
Therefore the vertical morphism out of the fibre product is a base change
of a morphism with property P and therefore, itself has property P. To
se that fred has property P it therefore remains only to see that the graph
Γfred has property P for then fred will be a composition of morphisms
with property P. To see this, recall that the graph is following base
change

Xred
//

Γ

��

Yred

∆

��
Xred ×Y Yred // Yred ×Y Yred

But Yred ×Y Yred = Yred and ∆ = idYred
and so ∆ is a closed immersion.

Hence, Γ is a base change of a morphism with property P.

Exercise 4.9. Show that a composition of projective morphisms is projective.
Conclude that projective morphisms have properties (a)-(f) of Exercise II.4.8
above.

Solution. Let X
f→ Y

g→ Z be two projective morphisms. This gives rise to a
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commutative diagram

X
f ′

//

f
##G

GG
GG

GG
GG

Pr × Y

��

id×g′// Pr × Ps × Z

��
Y

g′ //

g

''NN
NNN

NNN
NNN

NNN Ps × Z

��
Z

where f ′ and g′ (and therefore id × g′) are closed immersions. Now using the
Segre embedding the projection Pr × Ps × Z → Z factors as

Pr × Ps × Z → Prs+r+s × Z → Z

So since the Segre embedding is a closed immersion then we are done since we
have found a closed immersion X → Prs+r+sZ which factors g ◦ f .

Exercise 4.10. Chow’s Lemma. Let X be proper over a noetherian scheme
S. Then there is a scheme X ′ and a morphism g : X ′ → X such that X ′ is
projective over S, and there is an open dense subset U ⊆ X such that g induces
an isomorphism of g−1(U) to U . Prove this result in the following steps.

a Reduce to the case X irreducible.

b Show that X can be covered by a finite number of open subsets Ui, i =
1, . . . , n, each of which is quasi-projective over S. Let Ui → Pi be an open
immersion of Ui into a scheme Pi which is projective over S.

c Let U =
∩
Ui and consider the map

U → X ×S P1 ×s · · · ×S Pn

deduced from the give maps U → X and U → Pi. Let X ′ be the closed
image subscheme structure. Let g : X ′ → X be the projection onto the
first factor, and let h : X ′ → P = P1 ×S · · · ×S Pn be the projection onto
the product of the remaining factors. Show that h is a closed immersion,
hence X ′ is projective over S.

d Show that g−1(U)→ U is an isomorphism, thus completing the proof.

Exercise 4.11. Valuative criteria using discrete valuation rings.

a If O,m is a noetherian local domain with quotient field K, and if L is a
finitely generated field extension of K, then there exists a discrete valuation
ring R of L dominating O.

b Let f : X → Y be a morphism of finite type of noetherian schemes. Show
that f is separated (resp. proper) if and only if the criterion of 4.3 (resp.
4.7) holds for all discrete valuation rings.
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Exercise 4.12. Examples of Valuation Rings. Let k be an algebraically closed
field.

a If K is a function field of dimension 1 over k, then every valuation ring
of K/k (except for K itself) is discrete.

b If K/k is a function field of dimension two, there are several different
kinds of valuations. Suppose that X is a complete nonsingular surface
with function field K.

(a) If Y is an irreducible curve on X, with generic point x1, then the
local ring R = Ox1,X is a discrete valuation ring of K/k with center
at the (nonclosed) point x1.

(b) If f : X ′ → X is a birational morphism, and if Y ′ is an irreducible
curve in X ′ whose image in X is a single closed point x0, then the
local ring R of the generic point of Y ′ on X ′ is a discrete valuation
rign of K/k with center at the closed point x0 on X.

(c) Let x0 ∈ X be a closed point. Let f : X1 → X be the blowing up
of x0 and let E1 = f−1x0 be the exceptional curve. Choose a closed
point x1 ∈ E1, let f2 : X2 → X1 be the blowing-up of x1, and let
E2 = f−1

2 x1 be the exceptional curve. Repeat. In this manner we
obtain a sequence of varieties Xi with closed points xi chosen on
them, and for each i, the local ring OXi+1,xi+1

dominates OXi,xi
. Let

R0 = ∪∞i=0OXi,xi . Then R0 is a local ring, so it is dominated by
some valuation ring R of K/k. Show that R is a valuation ring of
K/k and that it has center x0 on X. When is R a discrete valuation
ring?

Solution. a Let R ⊂ K be a valuation ring of K. We will show that mR is
principal, which will imply that R is discrete. Let t ∈ mR. If (t) = mR then
we are done. If not choose some s ∈ mR\(t). Note that t is transcendental
over k. To see this, suppose that it satisfies some polynomial

∑n
i=0 ait

i = 0
chosen so that a0 ̸= 0. Then a0 = t

∑
ait

i−1 and so a0 ∈ (t). But a0 is a
unit and so we get a contradiction, hence there is no such polynomial. Now
since K has dimension 1 and t is transcendental, K is a finite algebraic
extension of k(t). The element s ̸∈ (t) and so it is algebraic over k. Hence,
it satisfies some polynomial with coefficients in k(t). Let

∑n
i=0 ais

i = 0
be such a polynomial, chosen so that a0 ̸= 0. Again, this implies that

a0 = s
∑
ais

i−1. Write a0 = f(t)
g(t) . Then we have f(t)

g(t) = s
∑
ais

i−1 and

so f(t) = g(t)s
∑
ais

i−1 implying that f(t) ∈ (s) ⊆ mR. Since tinmR, the
polynomial f(t) can’t have any constant term (otherwise this term would
be in mR contradicting the fact that it is a proper ideal) and so t ∈ (s)
and hence (s) ⊃ (t). If (s) = mR we are done. If not, repeat the process
to obtain increasing chain of ideals (t) ⊂ (s) ⊂ (s1) ⊂ . . . all contained in
mR. Since R is noetherian, this chain must terminate and we find so si
such that (si) = mR. Hence, mR is principal, and therefore by Theorem
I.6.2A the valuation ring R is discrete.
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5 Sheaves of Modules

Exercise 5.1. Let (X,OX) be a ringed space, and let E be a locally free OX-
module of finite rank. We define the dual of E denoted Ě to be the sheaf
H omOX (E ,OX).

a Show that (Ě )∨ ∼= E .

b For any OX-module F , we have H omOX
(E ,F ) ∼= Ě ⊗F .

c For any OX-modules F ,G , we have homOX
(E⊗F ,G ) ∼= homOX

(F ,H omOX
(E ,G )).

d Projection Formula. If f : (X,OX) → (Y,OY ) is a morphism of ringed
spaces, if F is an OX-module, and if E is a locally free OY -module of finite
rank, then there is a natural isomorphism f∗(F⊗OX f

∗E ) ∼= f∗(F )⊗OY E .

Solution. a Even without any conditions on E there is a canonical mor-
phism E → H om(H om(E ,OX),OX) defined by evaluation. Given an
open subset U we want to define for every section, s ∈ E (U) a natural
transformation hom(E ,OX)|U → OX |U . For every open subset V ⊆ U
we define an element of homOX (E (V ),OX(V )) → OX(V ) by evaluating
at s|V .
In the case where E is locally free, it can be seen that this canonical
morphism is an isomorphism by looking at the stalks. On the stalks, this
morphism is the canonical morphism of OX,x-modules,

Ex → homOX,x(homOX,x(Ex,OX,x))

Since Ex is free, this morphism is an isomorphism.

b Again, we have a canonical isomorphism

H om(OX ,E )⊗OX F →H om(E ,F )

To define this consider the presheaf U 7→H om(OX ,E )(U)⊗OX(U)F (U).
Denote this presheaf by H om(OX ,E )⊗preOX

F . Its sheafification is H om(OX ,E )⊗OX

F so we need just define a morphism

H om(OX ,E )⊗preOX
F →H om(E ,F )

and then sheafification will give a morphism of the kind we require. Define
the morphism of presheaves section wise by noticing that every section
s ∈ F (U) gives a natural transformation OX |U → F |U by multiplying by
the restriction of s. Then we define

hom(OX |U ,E |U )⊗OX |U F (U)→ hom(E |U ,F |U )

ϕ⊗ s 7→
(

E |U
ϕ→ OX |U

s→ F |U
)

The stalk of the morphism we have just defined is the obvious canonical
morphism of OX,x-modules. When E is locally free, Ex is free and so this
is an isomorphism.
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Exercise 5.2. Let R be a discrete valuation ring with quotient field K, and let
X = SpecR.

a To give an OX-module is equivalent to giving an R-module M , a K-vector
space L, and a homomorphism ρ :M ⊗R KtoL.

b That OX-module is quasi-coherent if and only if ρ is an isomorphism.

Solution. a Since R is a discrete valuation ring, there are two nontrivial
open subsets of SpecR: the total space and U = {η} the set containing
only the generic point. So by definition, an OX -module consists of an
OX(X) = R module M and an OX(U) = K module L, together with
an R-module homomorphism M → LR where LR is L considered as an
R-module. Since restriction and extension of scalars are adjoint the R-
module homomorphism is that same as giving anK-module homomorpism
M ⊗R K → L.

b Let F be the OX -module. If F is quasi-coherent then every point has a
neighbourhood on which F has the form M̃ . The only neighbourhood of
the unique closed point of SpecR is the whole space, so F is of the form
M̃ and therefore L = F (U) = M(0) = M ⊗R K. Conversely, suppose
M ⊗RK → L is an isomorphism. M ⊗RK → L is the adjunct morphism
of M → LR so we get a factorization M → M ⊗R K → LR where the
first morphism is the unit of the adjunction. This factorization means
gives a morphism of sheaves M̃ → F and since it is an isomorphism, the
morphism of sheaves is. So F is quasi-coherent.

Exercise 5.3. Let X = SpecA be an affine scheme. Show that the functors ∼

and Γ are adjoint.

Solution. We begin by defining a morphism of sheaves η : Γ(X,F )∼ → F . On a
distinguished affine open, D(a) of SpecA we have Γ(X,F )∼(D(a)) ∼= Γ(X,F )a
and so restriction F (X) → F (D(a)) induces a morphism Γ(X,F )∼(D(a)) →
F (D(a)). If we have two distinguished open subsets D(a), D(b) of X, it can be
seen that the restriction of the morphisms agree on the intersection, and so we
have defined a morphism of sheaves. Furthermore, since X = D(1), on global
sections we have the identity Γ(X,F )→ Γ(X,F ).

Now for a morphism ϕ ∈ homA(M,Γ(X,F )) we define a morphism in

homOX
(M̃,F ) by η ◦ ϕ̃. By the observation that ϕ̃X : Γ(X,F ) → Γ(X,F )

is the identity, we see that Γ : homOX (M̃,F ) → homA(M,Γ(X,F )) is an
inverse to this assignment. Hence we have a bijection.

Exercise 5.4. Show that a sheaf of OX-modules F on a scheme X is quasi-
coherent if ad only if every point of X has a neighbourhood U , such that F |U is
isomorphic to a cokernel of a morphism of free sheaves on U . If X is noetherian,
then F is coherent if and only if it is locally a cokernel of a morphism of free
sheaves of finite rank.
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Solution. First suppose that F is quasi-coherent. Then every point has a neigh-

bourhood U on which F |U ∼= F̃ (U). Since every module is a cokernel of a mor-
phism between free modules, 1 F (U) is the cokernel of a morphism F1 → F0

of free OX(U)-modules. Since the functor ∼ is a left adjoint it is right ex-
act and therefore preserves cokernels. So F |U is isomorphic to the cokernel of

F̃1 → F̃0. The functor
∼ also preserves arbitrary products and so F̃1, F̃0 are free

OX -modules.
Conversely, suppose that locally F is isomorphic to a cokernel of a morphism

of free sheaves. Take an affine neighbourhood U = SpecA of a point x on which
F |U is isomorphic to a cokernel of a morphism of free sheaves F1 → F0. Since

the Fi are free, the adjunction morphisms F̃i(U) → Fi are isomorphisms. So
we have a diagram

F1
// F0

// F̃ (U) //

��

0

F1
// F0

// F // 0

where the rows are exact. So it follows from the five lemma that the adjunction

morphism F̃ (U)→ F is an isomorphism. Hence, F is quasi-coherent.
The proof for the coherent case is the same. To get a cokernel of finite

rank free modules we do the following. M is finitely generated so there is a
surjective morphism Rn → M that sends each standard basis element to a
generator. Its kernel is not finitely generated a priori but we have assumed that
R is noetherian, hence Rn is a noetherian module, hence every submodule is
finitely generated. So we can find a morphism Rm → Rn that is surjective onto
the kernel of Rn →M . Hence, M is a cokernel of finite rank free R-modules.

Exercise 5.5. Let f : X → Y be a morphism of schemes.

a Show by example that if F is coherent on X, then f∗F need not be co-
herent on Y , even if X and Y are varieties over a field k.

b Show that a closed immersion is a finite morphism.

c If f is a finite morphism of noetherian schemes, and if F is coherent on
X, then f∗F is coherent on Y .

Solution. a Consider the pushforward of the structure sheaf under the mor-
phism Spec k(t)→ Spec k for a field k. Certainly, OSpec k(t) is coherent on
k(t) but since k(t) is not a finitely generated k-module, its pushforward is
not coherent.

1Take F0 to be the free R-module with basis the underlying set of M equipped with the
obviousmorphism F0 → M . Now let F1 be the free R-module with underlying set the elements
of the kernel of F0 → M . This comes with a morphism F1 → F0 and the cokernel of this
morphism is, of course, M .
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b Let i : Z → X be a closed immersion of schemes. Let {Uj = SpecAj} be
an open affine cover of X. The restrictions i−1Uj → Uj are also closed im-
mersions and so by Exercise II.3.11(b) the are of the form Spec(Aj/Ij)→
SpecAj for suitable ideals Ij ⊂ Aj . Since each Aj/Ij is a finitely generated
Aj-module, this shows that i is finite.

c Let {SpecBi} be an open affine cover of Y . Since f is finite, each
f−1 SpecBi is affine (say SpecAi) and since F is coherent and X noethe-

rian, the sheaf F is of the form M̃i on each SpecAi (Proposition II.5.4)
where the Ai are finitely generated Bi-modules and the Mi are finitely
generated Ai-modules. On SpecBi we have f∗F |SpecBi

∼= (BiMi)
∼ by

Proposition II.5.2(d). Since Ai is a finitely generated Bi-module and Mi

is a finitely generated Ai-module it follows that BiMi is a finitely generated
Bi-module. Hence, f∗F is coherent.

Exercise 5.6. Support.

a Let A be a ring, let M be an A-module, let X = SpecA, and let F = M̃ .
For any m ∈M show that Suppm = V (Annm).

b Now suppose that A is noetherian, and M finitely generated. Show that
SuppF = V (AnnM).

c The support of a coherent sheaf on a noetherian scheme is closed.

d For any ideal a ⊆ A, we define a submodule Γa(M) of M by Γa(M) =
{m ∈ M |anm = 0 for some n > 0}. Assume that A is noetherian, and
M any A-module. Show that Γa(M)∼ ∼= H 0

Z (F ), where Z = V (a) and

F = M̃ .

e Let X be a noetherian scheme, and let Z be a closed subset. If F is
a quasi-coherent (respectively coherent) OX-module, then H 0

Z (F ) is also
quasi-coherent (respectively coherent).

Solution. a By definition Suppm is the set of points p ∈ SpecA such that
mp ̸= 0. This condition is equivalent to asking that sm ̸= 0 for all s ̸∈ p.
If p ∈ V (Annm) then p ⊇ Annm and so sm ̸= 0 for all s /∈ p and therefore
p ∈ Suppm. Conversely, if p ∈ Suppm then there is some nonzero s ̸∈ p
such that sm = 0 and therefore p ̸⊇ Annm so p /∈ V (Annm).

b By definition SuppF is the set of primes p ∈ SpecA such that Mp ̸= 0.
Suppose p ∈ SuppF . If p /∈ V (AnnM) then there is some s ̸∈ p such
that sm = 0 for all m. This means that Mp = 0 which contradicts the
assumption that p ∈ SuppF . Hence, SuppF ⊆ V (AnnM). Conversely,
suppose that p is not in the support of M , so Mp = 0. Then for each
element m ∈ M there is some s ∈ A\p such that sm = 0. In particular,
if {mi} is a finite set of generators for M then there are si ∈ A\p such
that simi = 0. This means that s =

∏
si ∈ A\p is in AnnM . Hence,

p ̸⊇ AnnM .
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c The support of a sheaf is the union of the supports of the sheaf resricted to
each element of an open cover. Take an open affine cover {Ui = SpecAi}
of X such that F |Ui = M̃i for some finitely generated Ai-modules. Then
by the previous part, for each i, the support intersected with Ui is a closed
subset of Ui. This implies that the support is closed in X. 2

d Let U = X − Z and j : U → X the inclusion. Exercise I.1.20(b) gives us
an exact sequence:

0→H 0
Z (F )→ F → j∗F

Since j is quasi-compact and separated, we can apply Proposition II.5.8(c)
to find that j∗F is quasi-coherent. Using a similar diagram to that in the
proof of Exercise II.6.4 we see that H 0

Z (F ) is quasi-coherent. So we only
need to show that the module of global sections are isomorphic. That is,
we want an isomorphism between the following two modules

Γa(M) = {m ∈M |anm = 0 for some n > 0}

ΓZ(F ) = {m ∈M |Suppm ⊆ Z}

First suppose that m ∈ Γa(M). Then an ⊆ Annm for some n > Z
so V (an) ⊇ V (Annm). But V (an) = V (a) (Lemma II.2.1(a)) and by the
first part of this exercise V (Annm) = Suppm. Furthermore, by definition
Z = V (a). So our inclusion V (an) ⊇ V (Annm) becomes Z ⊇ Suppm.
Hence, m ∈ ΓZ(F ).

Conversely, suppose that m ∈ ΓZ(F ), so Suppm ⊆ Z. By what we have
just written we immediately see that this implies that V (Annm) ⊆ V (a).
By Lemma II.2.1(c) this implies that

√
Annm ⊇

√
a and so

√
Annm ⊇ a.

Now since A is noetherian, a is finitely generated by, say n elements {ai}.
Since a ⊆

√
AnnM there is some ji such that for eacj i we have ajii ∈

AnnM . Let N = max{ji}
n . Now every element of a can be written as a

polynomial in the ai with no constant term, and so every element of aN

can be written as a polynomial in the ai where the degree of the smallest
homogeneous part is N . For a polynomial of this form, every mononial
contains a factor of the form aki where k ≥ max{ji} ≥ ji by definition of
N . Hence, every element of aN is in AnnM and so aNm = 0. Hence,
m ∈ Γa(M).

e Let {Ui} be an affine cover on which F is locally of the form M̃i. Since
X is noetherian we can apply the previous part of this question to find
that H 0

Z (F )|Ui
∼= Γai(Mi)

∼ where ai is the ideal of Z ∩ Ui (see Exercise
II.3.11(b)). Hence, H 0

Z (F ) is quasi-coherent. The same proof works for
the coherent case.

2Let Z denote the support of X and Zc its complement. For each i since Z ∩ Ui is closed
in Ui we see that Zc∩Ui is open in Ui. Since Ui is open in X this implies that Zc∩Ui is open
in X as well. So Zc = ∪(Zc ∩Ui) is a union of open sets, and therefore open itself. Hence, Z
is closed.
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Exercise 5.7. Let X be a noetherian scheme, and let F be a coherent sheaf.

a If the stalk Fx is a free Ox-module for some point x ∈ X, then there is a
neighbourhood U of x such that F |U is free.

b F is ocally free if and only if its stalks Fx are free Ox-modules for all
x ∈ X.

c F is invertible (i.e. locally free of rank 1) if and only if there is a cogerent
sheaf G such that F ⊗ G ∼= OX .

Solution. a Consider a neighbourhood of x on which F has the form M̃
(whereM is a finitely generatedA-module whereA is the ring of global sec-
tions of said neighbourhood), so that Fx

∼=Mp for some prime p ∈ SpecA.
Hence, we have an isomorphism Mp

∼= A⊕n
p . Let ei be the images in Mp

of the standard basis elements (note that we can choose the isomorphism
so that ei ∈ M). Let {mi} be a finite set of elements that generate M
and (ai1si1 , . . . ,

ain
sin

) their images in A⊕n
p . Let s =

∏
ij sij and consider the

open affine subset D(s) of SpecA. As s is invertible in Ms so are all the
sij and so we have the relation mi =

∑ aij
sij
ej . This shows that we have

a surjective morphism ϕ : A⊕n
s → Ms. We wish it to be injective as well.

Consider the kernel. Since A is noetherian, every submodule of A⊕n
s is

finitely generated and so there is a morphism A⊕m
s → A⊕n

s whose image
is the kernel of ϕ. This can be represented by a matrix with entries in
As and multiplying the basis of A⊕m

s by a suitable invertible element of
As (the inverse of the product of the denominators of the entries of the
matrix of ϕ would do nicely) we can assume the entries of the matrix bij
are in A. Now when we restrict (= tensor with) to Ap, the kernel vanishes
as idAp

× ϕ is our original isomorphism so this means that every element
bij is zero in Ap. This means that there is some tij for each bij such that
tijbij = 0 in M . Let t = s

∏
tij and consider D(t) ⊆ D(s). Tensoring our

exact sequence with At now kills ϕ, by our choice of t and so we obtain
an isomorphism A⊕n

t
∼=Mt.

b If F is locally free then by definition the stalks are free Ox-modules for all
x ∈ X. Conversely, if the stalks are all free Ox-modules then by part (a)
each point has a neighbourhood U on which F |U is a free OX |U -module,
hence F is locally free.

c If F is invertible then consider G = H om(F ,OX). There is a canonical
morphism F ⊗ hom(F ,OX) → OX defined by evaluation and on the
stalks, this is an isomorphism since F is locally free of rank 1.

Conversely, suppose that there is a coherent sheaf G such that F ⊗ G ∼=
OX . Let x be a point of X. The vector space (Fx ⊗OX,x Gx)⊗OX,x k(x)
is isomorphic to (Fx ⊗OX,x

k(x)) ⊗k(x) (Gx ⊗OX,x
k(x)) as well as k(x).

Hence, the vector space (Fx⊗OX,x k(x)) is of dimension one, and similarly
for G . Consider an affine neighbourhood of x on which F has the form
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M̃ and G the form Ñ and let p ∈ A be the prime corresponding to x.
Since F and G are coherent, M and N are finitely generated and so by
Nakayama’s lemma, a set of generators for (Fx ⊗OX,x

k(x)) =Mp ⊗ k(p)
lifts to a set of generators for Mp. We have seen that (Fx ⊗OX,x k(x))
is a vector space of dimension one and so it follows that Mp is generated
by a single element, say m ∈ M , as an Ap-module, and similarly, Np is
generated by a single element, say n, as an Ap-module. Hence, Mp ⊗Np

is generated by m⊗ n. Recall that it is also isomorphic to Ap. We define
three morphisms:

Ap →Mp Mp →Mp ⊗Np Mp ⊗Np → Ap
a
s 7→

a
sm

m′

s 7→
m′

s ⊗ n
a
s (m⊗ n) 7→

a
s

By recalling that the first morphism is surjective we see that the compo-
sition of the second two is an inverse to the first. Hence Fx

∼= OX,x and
so F is locally free of rank one.

Exercise 5.8. Again let X be a noetherian scheme, and F a coherent sheaf on
X. We will consider the function

ϕ(x) = dimk(x) Fx ⊗Ox k(x)

where k(x) = Ox/mx is the residue field at the point x. Use Nakayama’s lemma
to prove the following:

a The function ϕ is upper semi-continuous. That is, for any n ∈ Z the set

Φ(n) = {x ∈ X|ϕ(x) ≥ n}

is closed.

b If F is locally free, and X is connected, then ϕ is a constant function.

c Conversely, if X is reduced, and ϕ is constant, then F is locally free.

Solution. a Since a set is closed only if it is closed on each element of an
open cover, we need only prove the result for the case when X is affine. We
will show that the set Φ(n)c is open by showing that every point in it has a
neighbourhood contained in it. Let x ∈ Φ(n)c. So dimk(p)(Mp/pMp) < n
where p ∈ SpecA = X is the prime corresponding to x andM = Γ(X,F ).
In fact, let m be this dimension. By Nakayama’s lemma, a basis of the
vector space Mp/pMp lifts to a set of generators {mi} for the Ap-module
Mp, so Mp is generated by m < n elements 3. Note that we can assume
mi ∈M . Now let {ni} be a generating set for the A-moduleM . InMp we
can write each ni as ni =

∑ aij
sij
mj . So setting s =

∏
sij , we can write sni

as
∑
a′ijmj for suitable a′ij . None of the sij are in p and so s ̸∈ p, hence

3Let {vi} be a set of generators for Mp/pMp where vi ∈ Mp represents the class of vi. Let
N be the submodule of Mp generated by the vi. Then Mp = pMp +N since N → Mp/pMp

is surjective. So Nakayama’s lemma says that M = N .

7



p ∈ D(s). Consider another prime q ∈ D(s). Since s ̸∈ q, the element
s is invertible in Aq and so recalling our expressions sni =

∑
a′ijmj we

can write ni as an Aq-linear combination of the mj . Since ni generate
M , they also generate Mq and since the mj generate the ni in Mq we see
that the mj generate Mq. Hence, Mq is generated by m < n elements
and therefore, so is Mq/qMq. Hence q ∈ Φ(n)c. Since q was arbitrarily
chosen, this shows that D(s) ⊆ Φ(n)c. So every point in Φ(n)c has an
open neighbourhood contained in Φ(n)c, hence, Φ(n)c is a union of open
sets and therefore open itself. It follows that Φ(n) is closed.

b If F is locally free then for each point x there is an open nighbourhood
U on which ϕ is constant. So Φ(n) is a union of open sets, and therefore
open itself. In part (a) we have shown that it is also a closed set and so
if X is connected, the set is either empty or the whole space. Since F is
locally free it is locally of finite rank and so there is some n for which Φ(n)
empty and therefore mini{i|Φ(i) ̸= ∅} is a finite integer, say m. The set
of points such that ϕ(x) = m is Φ(m)\Φ(m + 1) and by definition of m
this is the whole space. Hence, ϕ is constant.

c Let x be a point. We will find an open neighbourhood U of x such that
F |U is free of finite rank. Let SpecA be an affine neighbourhood of x,
let p be the prime of A corresponding to X, and let M be the finitely
generated A-module corresponding to F |SpecA. Since X is reduced, A
has no nilpotents and similarly for all Aq and Af for f ∈ A, q ∈ SpecA.
Let n = dimMp⊗ k(p), choose a basis for this vector space and lift it to a
set of generators m1, . . . ,mn for Mp (using Nakayama’s lemma as in the
first part). Let {ni} be a finite set of generators for M . In Mp these can
each be written as ni =

∑ aij
sij
mj . Setting s =

∏
sij , these expressions

hold also in As so we get a short exact sequence

0→ kerϕ→ A⊕n
s

ϕ→Ms → 0

This sequence holds in each Aq for q ∈ D(s) but since ϕ is constant, each
Mq⊗k(q) has dimension n and so ϕ tensored with k(q) is an isomorphism.
That is, k(q) ⊗ kerϕ = 0 for all q ∈ D(s). This implies that for every
element of kerϕ, the components of the tuples are in qAs for all q ∈ D(s).
This implies that they are in the nilradical of As. But As is reduced, since
X is reduced, so the nilradical is zero. Hence, kerϕ = 0, and Ms is free.

Exercise 5.9. Let S be a graded ring, generated by S1 as an S0-algebra, let M
be a graded S-module, and let X = ProjS.

a Show that there is a natural homomorphism α :M → Γ∗(M̃).

b Assume now that S0 = A is a finitely generated k-algebra for some field k,
that S1 is a finitely generated A-module, and that M is a finitely generated
S-module. Show that the map α is an isomorphism in all large enough
degrees.
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c With the same hypothesis, we define an approxalence relation ≈ on graded
S-modules by saying thatM ≈M ′ if there is an integer d such thatM≥d ∼=
M ′

≥d. We will sa that a graded S-module M is quasi-finitely generated if it
is approxalent to a finitely generated module. Now show that the functors
∼ and Γ∗ induce an approxalence of categories between the category of
quasi-finitely generated graded S-modules modulo the approxalence relation
≈, and the category of coherent OX-modules.

Solution. a Since S1 generates S, there is a cover of distinguished open
affines D+(f) with f ∈ S1. Now to give a global section of M(n)∼ is the
same as giving a section on each D+(f) such that the intersections agree.
For m ∈Md, the element m defines a section on each D+(f), as it has de-
gree zero in M(d)(f) = Γ(D+(f),M(n)∼), and these sections agree on the
intersections where they are, again, m ∈ M(d)(fg) = Γ(D+(fg),M(n)∼).
Hence, they define a global section and we obtain a morphism of abelian
groups α :M → Γ∗(M̃).

If s ∈ Se andm ∈Md then sα(m) ∈ Γ∗(M̃) is defined as the image ofm⊗s
in Γ(X,M(d)∼⊗OX(e)) under the isomorphismM(d)∼⊗OX(e) ∼=M(d+
e)∼. In our case (that is, where F from the definition on page 118 is of the

form M̃) the isomorphism is the one induced byM(d)⊗S S(e) ∼=M(d+e)
and so sα(m) = α(sm) and therefor α is a morphism of graded modules.

b

c Part (b) of this exercise shows that M is equivalent to Γ∗(M̃) if M is
finitely generated, and Proposition II.5.15 says that Γ∗(F )∼ is isomorphic
to F for any quasi-coherent sheaf F . So if Γ and ∼ have images in the
appropriate subcategories we are done. That is, we want to show that for
a quasi-finitely generated graded S-module M , the sheaf M̃ is coherent,
and for a coherent sheaf F that Γ∗(F ) is quasi-finitely generated.

Suppose thatM is a quasi-finitely generated graded S-module. Then there
is a finitely generated graded S-moduleM ′ such thatM≥d ∼=M ′

≥d for some
d. This implies that for every element f ∈ S1 we have M(f) ∼=M ′

(f) since

m
fn = mfd

fn+d . Since M
′ is finitely generated, M ′

(f) is finitely generated. S is
generated by S1 as an S0 algebra so open subsets of the form M(f) cover

X = ProjS and so there is a cover of X on which M̃ is locally equivlanent
to a coherent sheaf. Hence M̃ is coherent.

Now consider a coherent OX -module F . Then by Theorem II.5.17 F (n)
is generated by a finite number of global sections for sufficiently large
n. Let M ′ be the submodule of Γ∗(F ) generated by these sections. We
have an inclusion M ′ ↪→ Γ∗(F ) which induces an inclusion of sheaves

M̃ ′ ↪→ Γ̃∗(F ) ∼= F where the latter isomorphism comes from Proposition

II.5.15. Tensoring with O(n) we have an inclusion M̃(n)
′
↪→ F (n) that

is actually an isomorphism since F (n) is generated by global sections in
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M ′. Tensoring again with O(−n) we then find that M̃ ′ is isomorphic to
F . Now M ′ is finitely generated and so by part (b) there is a d0 such

that for all d > d0 we have Md
∼= Γ(X, M̃ ′(d)) ∼= Γ(X,F (d)) = Γ∗(F )d.

Hence, M≥d0
∼= Γ∗(F )≥d0 and so Γ∗(F ) is quasi-finitely generated.

Exercise 5.10. Let A be a ring, let S = A[x0, . . . , xr] and let X = ProjS.

a For any homogeneous ideal I ⊆ S, we define the saturation I of I to be
{s ∈ S| for each i = 0, . . . , r there is an n such that xni s ∈ I}. Show that
I is a homogeneous ideal.

b Two homogeneous ideals I1 and I2 of S define the same closed subscheme
of X if and only if they have the same saturation.

c If Y is any closed subscheme of X, then the ideal Γ∗(IY ) is saturated.
Hence it is the largest homogeneous ideal defining the subscheme Y .

d There is a 1-1 correspondence between saturated ideals of S and closed
subschemes of X.

Solution. a Suppose that s, t ∈ I then for each i there is an n and an m such
that xni s, x

m
i t ∈ I. So xn+mi st ∈ I, xn+mi (s + t) ∈ I, and for any a ∈ S

we have axni s ∈ I. So I is certainly an ideal. Now write s = s0 + · · ·+ sk
with each si homogeneous. Since xi is homogeneous of degree 1, each
xni sk is homogeneous of degree n+ k. Since I is a homogeneous ideal and
xni (s0 + · · · + sk) ∈ I it follows that xni sk ∈ I. Hence, sk ∈ I, so I is a
homogeneous ideal.

b Suppose that two homogeneous ideals I1 and I2 define the same closed
subscheme of X. Then by Proposition II.5.9 they define the same quasi-
coherent sheaf of ideals I on X. Suppose s is a homogeneous element of
I1 of degree d. Then for each i, the element s

xd
i

is a section of I (D+(xi)).

Since the sheaf of ideals of I1 is the same as that of I2, for each i there is
some ti ∈ I2, homogeneous of degree d such that s

xd
i

= ti
xd
i

, which implies

that xni
i (s− ti) = 0 for some ni. Since ti ∈ I2 so is xni

i ti = xni
i s and so s

is in the saturation of I2, hence I1 ⊆ I2. By symmetry I2 ⊆ I1 and since
the operation of saturation is an idempotent we see that I2 = I1.

c Suppose s ∈ S is a homogeneous element of degree d, in the saturation
of Γ∗(IY ). That is, for each i there is some n such that xni s ∈ Γ∗(IY ).
There are only finitely many i and so we can assume it is the same n for
all of them. Since IY is a subsheaf of OX , to show that s ∈ Γ∗(IY )d =
Γ(X,IY (d)) it will be enough to show that its restriction to each open
Ui = D+(xi) is in Γ(Ui,IY (d)).

We know that xni s ∈ Γ(X,IY (d + n)) and so, x−ni ⊗ xni s is a section in
Γ(Ui,IY (d+n)⊗O(−n)). But IY (d+n)⊗O(−n) ∼= IY (d) and under this
isomorphism, x−ni ⊗xni s corresponds to x

−n
i xni s = s. So s ∈ Γ(Ui,IY (d))

for all i, hence s ∈ Γ(X,IY (d)) ⊂ Γ∗(IY ). So Γ∗(IY ) is saturated.

10



d We have the following three sets and maps between them:

{
homogeneous
ideals of S

} Γ∗(−)
⇆
∼

{
quasi-coherent
sheaves of ideals

} I−
⇆

Prop II.5.9

{
closed

subschemes ofX

}

Proposition II.5.9 says that the maps between the two rightmost sets are
bijective, and Proposition II.5.15 says that the composition left, then right
from the middle is an isomorphism. Keeping in mind the bijection between
the two rightmost sets, part (b) of this exercise says that two homogeneous
ideals determine the same quasi-coherent sheaf of ideals if and only if they
have the same saturation. Since we already know that ∼ is surjective, and
we now know that each preimage has a unique saturated homogeneous
ideal in it, we see that ∼ defines a bijection between the saturated homo-
geneous ideals of S and quasi-coherent sheaves of ideals. Part (c) of this
question says that Γ∗(−) is its inverse.

Exercise 5.11. Let S and T be two graded rings with S0 = T0 = A. We define
the Cartesian product S×AT to be the graded ring ⊕d≥0Sd⊗ATd. If X = ProjS
and Y = ProjT , show that Proj(S ×A T ) ∼= X ×A Y and show that the sheaf
O(1) on Proj(S ×A T ) is isomorphic to the sheaf p∗1(OX(1)) ⊗ p∗2(OY (1)) on
X × Y .

Solution. Let f ∈ Sd and g ∈ Td. We have a ring isomorphism S(f) ⊗A T(g) →
(S × T )(f⊗g) defined by s

fn ⊗ t
gm 7→

fms⊗gnt
(f⊗g)nm with inverse given by s⊗t

(f⊗g)n 7→
s
fn ⊗ t

gn . Hence D+(f) × D+(g) ∼= D+(f ⊗ g) and so composing with the

inclusion D+(f) × D+(g) → ProjS × ProjT we get morphisms D+(f ⊗ g) →
ProjS × ProjT that are isomorphic onto their images.we get morphisms. Now
consider f ′⊗ g′ ∈ (S ×A T )d′ and the restriction of the two morphisms D+(f ⊗
g) → ProjS × ProjT and D+(f

′ ⊗ g′) → ProjS × ProjT to their intersection
D+(f

′f ⊗ g′g) = D+(f ⊗ g) ∩D+(f
′ ⊗ g′). We have a diagram

D+(f ⊗ g) // D+(f)×D+(g)

))SSS
SSSS

SSSS
SSSS

D+(f
′f ⊗ g′g)

OO

//

��

D+(f
′f)×D+(g

′g)

��

OO

// ProjS × ProjT

D+(f
′ ⊗ g′) // D+(f

′)×D+(g
′)

55kkkkkkkkkkkkkkk
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with corresponding ring homomorphisms

(S × T )(f⊗g)

��

S(f) ⊗A T(g)oo

��
(S × T )(f ′f⊗g′g) S(f ′f) ⊗A T(g′g)oo

(S × T )(f ′⊗g′)

OO

S(f ′) ⊗A T(g′)oo

OO

Following an element through the upper square gives

fms⊗gnt
(f⊗g)nm

�� �O
�O
�O

s
fn ⊗ t

gm
oo o/ o/ o/ o/ o/ o/ o/ o/

��
�O
�O
�O

(f ′)nmfms⊗(g′)nmgnt
(f ′f⊗g′g)nm

(f ′)ns
(f ′f)n ⊗

(g′)mt
(g′g)m

oo o/ o/ o/

and so we see that the two squares commute. Hence, the restriction of the
morphisms to intersections agree. Therefore, the morphisms patch together to
give a global morphism ProjS × T → ProjS × ProjT which we can see by the
way we have defined it is an isomorphism.

To show that O(1) on Proj(S×AT ) is isomorphic to p∗1(OX(1))⊗p∗2(OY (1))
on X×Y we use a similar method. That is, we provide an isomorphism on each
of the distinguished opens of the form we have ben using and show that they
agree on the intersections.

Exercise 5.12. a Let X be a scheme over a scheme Y , and let L ,M be
two very ample invertible sheaves on X. Show that L ⊗M is also very
ample.

b Let f : X → Y and g : Y → Z be two morphisms of schemes. Let L be a
very ample invertible sheaf on X relative to Y , and let M be a very ample
invertible sheaf on Y relative to Z. Show that L ⊗ f∗M is a very ample
invertible sheaf on X relative to Z.

Exercise 5.13. Let S be a graded ring, generated by S1 as an S0-algebra. For

any integer d > 0, let S(d) be the graded ring ⊕n≥0S
(d)
n where S

(d)
n = Snd. Let

X = ProjS. Show that ProjS(d) ∼= X and that the sheaf O(1) on ProjS(d)

corresponds via this isomorphism to OX(d).

Exercise 5.14. Assume that k is an algebraically closed field, and that X is
a connected, normal closed subscheme of Prk. Show that for some d > 0, the
d-uple embedding of X is projectively normal, as follows.

a Let S = k[x0, . . . , xr]/Γ∗(IX) be the homogeneous coordinate ring of X,
and let S′ =

⊕
n≥0 Γ(X,OX(n)). Show that S is a domain, and that S′

is its integral closure.

12



b Use Exercise II.5.9 to show that Sd = S′
d for all sufficiently large d.

c Show that S(d) is integrally closed for sufficiently large d, and hence con-
clude that the d-uple embedding of X is projectively normal.

d As a corollary of (a), show that a closed subscheme X ⊆ PrA is projectively
normal if and only if it is normal, and for every n ≥) the natural map
Γ(Pr,OPr (n))→ Γ(X,OX(n)).

Exercise 5.15. Extension of coherent sheaves.

a On a noetherian affine scheme, every quasi-coherent sheaf is the union of
its coherent subsheaves.

b Let X be an affine noetherian scheme, U an open subset, and F coherent
on U . Then there exists a coherent sheaf F ′ on X with F ′|U ∼= F .

c With X,U,F as in (b) suppose furthermore we are given a quasi-coherent
sheaf G on X such that F ⊆ G |U . Show that we can find F ′ a coherent
subsheaf of G , with F ′|U ∼= F .

d

e

Solution. a Since the scheme is affine, a quasi-coherent sheaf corresponds
to a module and a coherent sheaf a finitely generated module. So if X =
SpecA showing that every A-module is a union of its finitely generated
submodules is sufficient. But this is clear since for an A-module M , every
element m ∈ M is contained in a finitely generated submodule (take the
submodule generated by m).

b Consider the pushforward i∗F where i : U → X is the inclusion. By
Proposition 5.8(c) we know that it is at least quasi-coherent. Then by the
previous part of this question it is the union of its coherent subsheaves,
that is, i∗F = ∪G coh.G . Restricting this union gives a system of sub-
sheaves of F whose union is F . But F is coherent on a Noetherian affine
scheme, so the corresponding module is Noetherian. This means that the
system of submodules corresponding to sheaves of the form i∗G (for G
a coherent subsheaf of i∗F ) has a maximal element. But this system is
directed and so the maximal element is the union. If i∗F ′ is the sheaf
corresponding to this maximal element, then we have found a coherent
subsheaf F ′ of i∗F such that F ′|U = F .

c We have a natural morphism G → i∗i
∗G and so we can consider the

subsheaf G ′ of G which is the preimage of i∗F ⊆ i∗(i
∗G ). On open sets

V contained in U the morphism G (V )→ i∗i
∗G (V ) is an isomorphism and

so G ′|U = F . Consider the directed system of coherent subsheaves of G
that are contained in G ′. Notice that by the following pullback diagram
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and the fact that the horizontal morphisms are injective, these are in one-
to-one correspondence with coherent subsheaves of i∗F , so their union is
G ′.

G ′ //

��

G

��
i∗F // i∗i∗G

Now the argument of the previous part goes through. Since G ′ is the
union of our directed system, and the restriction of this union to U is F ,
there is a maximal element F ′ whose restriction to U is F . So we have
found a coherent subsheaf of G whose restriction to U is F

d Let {Ui} be an affine cover of X. Since X is noetherian, we can assume
the the cover is finite. Restricting to U1 and U ∩ U1, the hyotheses of
the previous part are satisfied and so we can find a coherent subsheaf F1

of G |U1 such that the restriction to U1 ∩ U is isomorphic to F |U1 . Now
consider G |U1∪U2 (note the union, not intersection!). Setting X ′ = U2

and U ′ = U2 ∩ (U ∪ U1) we have a quasi-coherent sheaf G |U2 on X ′ = U2

and a coherent subsheaf F1|U ′ on U ′. The conditions of the previous part
are satisfied and so we can find a coherent subsheaf F2 of G |U2 whose
restriction to U ′ is isomorphic to F |U ′ . In particular, the restriction to
U1∩U2 is the same as that of F1 so their “union” is a coherent subsheaf of
G |U1∩U2 whose restriction to U ∩ (U1 ∪U2) is isomorphic to F |U∩(U1∪U2).
Continuing in this was we eventually run out of Ui and end up with a
coherent subsheaf F ′ of G such that the restriction to U is isomorphic
to F . In general, for the iterative step we will have X ′ = Ui and U ′ =
Ui ∩ (U ∪ U1 ∪ · · · ∪ Ui−1).

e If s is a section of F over an open set U , we apply (d) to the subsheaf of
F |U generated by s. In this way, for every open subset U and every section
s ∈ F (U) there is a coherent subsheaf F ′ of F such that s ∈ F ′(U).
Hence, F is the union of all of these.

Exercise 5.16. Tensor Operations on Sheaves.

a Suppose that F is locally free of rank n. Then T r(F ), Sr(F ), and
∧r

(F )
are also locally free, of ranks nr,

(
n+r−1
n−1

)
, and

(
n
r

)
respectively.

b Again let F be locally free of rank n. Then the multiplication map ∧rF ⊗
∧n−rF → ∧nF is a perfect pairing for ane r, i.e., it induces an isomor-
phism of ∧rF with (∧n−rF )∨ ⊗ ∧nF .

c Let 0→ F ′ → F → F ′′ → 0 be an exact sequence of locally free sheaves.
Then for any r there is a finite filtration of Sr(F ),

Sr(F ) = F 0 ⊇ F 1 ⊇ · · · ⊇ F r ⊇ F r+1 = 0
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with quotients
F p/F p−1 ∼= Sp(F ′)⊗ Sr−p(F ′′)

for each p.

d Same statement as (c), with exterior powers instead of symmetric powers.

e Let f : X → Y be a morphism of ringed spaces, and let F be an OY -
module. Then f∗ commutes with all the tensor operations on F .

Solution. a Suppose that F is a free sheaf with basis global sections e1, . . . , en.
That is, the ei are global sections and for each open set U , we have
F (U) ∼= OX(U)e1|U ⊕ · · · ⊕ OX(U)en|U , and these isomorphisms respect
the restriction homorphisms. Then the presheaf U 7→ Φ(F (U)) (where
Φ is one of T r, Sr,

∧r
) is free with basis {ei1 ⊗ · · · ⊗ eir |1 ≤ i1, . . . , ir ≤

n}, {ei1ei2 . . . eir |1 ≤ i1 ≤ i2 ≤ · · · ≤ ir ≤ n}, {ei1 ∧ · · · ∧ eir |0 < i1 < i2 <
· · · < ir < n + 1} respectively. As this presheaf of OX -modules is free,
it is a sheaf. Now if F is an arbitrary locally free sheaf, we take a cover
{Ui} of X on which each F |Ui

is free. Then Φ(F )|Ui
= Φ(F |Ui

), and so
Φ(F ) is locally free.

The ranks of T r(F ) and
∧r

(F ) are straightforward from the description
of the basis: for T r we have n choices for each of the ij , of which there
are r, and so there are nr; for

∧r
the basis global sections are in one-

to-one correspondence with subsets of {1, . . . , n} of size r. For the rank
of Sr(F ) we want to count how many tuples (i1, . . . , ir) ∈ {1, . . . , n}r
there are such that ij ≤ ij+1. Tuples of this form are in one-to-one
correspondence with subsets of {1, . . . , n+r−1} of size n−1. To see this,
choose a subset {k1, . . . , kn−1} and suppose that the indexing is chosen
so that ki < ki+1 for all i. Now define ki − ki−1 − 1 to be the number
of times that i appears in the tuple (i1, . . . , ir). That is, our basis global

section is ek1−1
1 e

n+r−1−kn−1
n

∏n−1
i=2 e

ki−ki−1−1
i . Conversely, given such a

tuple (i1, . . . , ir) we define ki =
∑i
j=1(1 + #{iℓ|iℓ = j}). It can be seen

that these are inverse operations.

b Suppose that F is free of rank n with basis of global sections e1, . . . , en.
Then the pairing is defined by ω⊗λ 7→ ω∧λ. Since F is free of rank n we
have an isomorphism OX →

∧n F given by f 7→ f(e1 ∧ · · · ∧ en). Every
global section λ of

∧n−r F defines a morphism
∧r F →

∧n F ∼= OX
via ω 7→ ω ∧ λ. Alternatively, given a morphism of OX -modules

∧r F →∧n F ∼= OX we have a morphism of global sections ϕ :
∧r F (X) →∧n F (X) ∼= OX(X) and so we can define a global section of
∧n−r F by∑

(−1)κIϕ(ei1 ∧ · · · ∧ eir )ej1 ∧ · · · ∧ ejn−r where the jk are the elements of
{1, . . . , n} that don’t appear as iℓ for some ℓ and κI is an appropriately
chosen integer depending on the iℓ. It can be shown that these operations
are inverses using the fact that if λ, µ are two basis global sections of

∧r F
and

∧n−r F then λ ∧ µ is zero unless µ has all the complement elements
to λ, in which case it is ±e1 ∧ · · · ∧ en (this is how we choose κI).
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If F is not free, but still locally free, we can define such isomorphisms
∧rF |Ui

∼= (∧n−rF )∨ ⊗ ∧nF |Ui locally on an open cover {Ui} on which
F is free. Then we need to check that the isomorphisms agree on their
restrictions to Ui ∩ Uj for each i, j. But notice that when we defined the

morphism
∧r F → (

∧n−r F )∨ we didn’t explicitely use the basis. So
since the inverse exists locally, it exists globally, by virtue of the fact that
it is the inverse to an isomorphism of sheaves.

Exercise 5.17. Affine Morphisms.

a Show that f : X → Y is an affine morphism if and only if for every open
affine V ⊆ Y , the open subscheme f−1V of X is affine.

b An affine morphism is quasi-compact and separated. Any finite morphism
is affine.

c Let Y be a scheme, and let A be a quasi-coherent sheaf of OY -algebras.
Show that there is a unique scheme X, and a morphism f : X → Y , such
that for every open affine V ⊆ Y , f−1(V ) ∼= SpecA(V ), and for every
inclusion U ⊂ V of open affines of Y , the morphism f−1(U) → f−1(V )
corresponds to the restriction homomorphism A(V )→ A(U).

d If A is a quasi-coherent OY -algebra, then f : X → SpecA → Y is an
affine morphism, and A ∼= f∗OX . Conversely, if f : X → Y is an affine
morphism then A = f∗OX is a quasi-coherent sheaf of OY -algebras, and
X ∼= SpecA.

e Let f : X → Y be an affine morphism, and let A = f∗OX . Show that
f∗ induces an equivlance of categories from the category of quasi-coherent
OX-modules to the category of quasi-coherent A-modules.

Solution. a Let {Vi} be an open affine cover of Y such that f−1Vi is affine
for all i. Given another open affine subset V ⊆ Y we can consider the
intersections V ∩ Vi. These are open subsets of the affines Vi and so are
covered by distinguished open affines D(fij) of the Vi. Let Ai = Γ(Vi,OY )
and Bi = Γ(f−1Vi,OX). Then since both Vi and f−1Vi are affine, the
morphism f |f−1Vi

: f−1Vi → Vi is induced by a ring homomorphism
ϕi : Ai → Bi and the preimage of D(fij) is D(ϕfij), also affine. So
we have found an open cover (the D(fij)) of V for which the preimage
of every element in the cover is affine. Hence, the restricted morphism
f |f−1Vi

: f−1Vi → Vi is affine. Now if the result holds for Y affine, then
it will hold for this restricted morphism and in particular, the preimage
of the whole space Vi will be affine. Hence, we just need to show that the
result holds for Y affine.

So suppose that Y = SpecB is affine, and that the morphism f is affine.
So there is an open cover {SpecBi} of Y such that each of the preimages
f−1 SpecBi is an affine subscheme of X. We will show first that X is affine
using the criterion of Exercise II.2.17. First refine the open affine cover
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{SpecBi} to one which consists of distinguished open subsets D(fi) of Y .
The preimages will still be affine as the preimage of a distinguished open
subset under a morphism of affine schemes is still a distinguished open
affine (as we just saw above). Now since Y is affine, it is quasi-compact,
so we can find a subcover of the {D(fi)} which is finite. So now we have
a finite set of elements {fi} of B, which generate the unit ideal, and the
preimage of each D(fi) under f : X → Y is an open affine subscheme of
X. The sheaf morphism f# : OY → f∗OX induces a morphism of global
sections, and since unity in B is a finite linear combination of the fi, unity
in Γ(X,OX) is a finite linear combination of their images gi under this
morphism of global sections. It remains only to see that Xgi = f−1D(fi),
and restricting to an open affine cover of X shows this. 4

So now we know that X is affine. Open immersions are preserved by base
change and so are morphisms between affine schemes. So the preimage
f−1U = U ×X Y of under of an open affine subset U ⊆ X of X is affine.

b Let f : X → Y be an affine morphism. Take an open affine cover {Vi}
of Y . Since f is affine, each Ui = f−1Vi is affine, and since every affine
scheme is quasi-compact, we have found a cover of Y for which each of
the preimges is quasi-compact. Hence, f is quasi-compact.

Now consider the diagonal morphism ∆ : X → X ×Y X. This factors
through the open subscheme

∪
Ui ×Vi Ui ↪→ X ×Y X and so if X →∪

Ui ×Vi Ui is a closed immersion, then so is ∆ and f will be separated.
The preimage of each Ui ×Vi Ui is Ui and so we just want to see that
Ui → Ui ×Vi Ui is a closed immersion. But this is a morphism of affine
schemes whose corresponding ring homomorphism of global sections is
surjective, hence, it is a closed immersion. So f is separated.

If f is finite then it follows from the definition that f is affine.

c

d That f is affine follows from the definition of SpecA. If U ⊆ Y is an open
subset, then by definition (f∗OX)(U) = OX(f−1U) = OX(SpecA(U)) =
A(U). So f∗OX = A.
Conversely, suppose f : X → Y is an affine morphism. Let {Vi} be an
open affine cover of Y . Since f is affine f−1Vi is affine for each i, say
f−1Vi = SpecAi. We have (f∗OX)|Vi = f∗OUi which is f∗(Ãi). By
Proposition 5.2(d) this is (BiAi)

∼ where Bi = OY (Vi), hence f∗OX is a

4Explicitely, let SpecA be an open affine subset of X and ρ : Γ(X,OX) → A be the
restriction morphism. Then Xgi ∩ SpecA = D(ρgi). But f−1D(fi) ∩ SpecA is the preimage
of the composition SpecA → X → SpecB. This composition gives an induced morphism
SpecA → SpecB and the morphism B → A of global sections of this restricted morphism
factors into the morphism of global sections follows by restriction B → Γ(X,OX) → B. The
preimage ofD(fi) under the morphism specA → SpecB is the distinguised open corresponding
to the image of fi in A, that is, D(ρgi). So f−1D(fi)∩SpecA = Xgi ∩SpecA. This works for
any open affine and so taking a cover of them, we see that the intersection of the two subsets
f−1D(fi), Xgi with every element in an open cover is the same, therefore they are the same.
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quasi-coherent sheaf of OY -algebras. To see that SpecA ∼= X we need to
check that (i) for every open affine V = SpecB of Y we have f−1(V ) =
SpecA(V ), and (ii) that for every inclusion of open affines V ′ ⊆ V of Y the
morphism f−1V ′ ⊆ f−1V corresponds to the restriction homomorphism
A(V )→ A(V ′).

For (i) since f is affine know that f−1(V ) as affine and therefore f−1(V ) =
SpecOX(f−1(V )) = Spec(f∗OX)(V ). For (ii), again since f is affine we
know that f−1(V ) and f−1(V ′) are affine and so f−1V ′ ↪→ f−1V cor-
responds to the ring homomorphism OX(f−1V ) → OX(f−1V ′) which is
none other than f∗OX(V )→ f∗OX(V ′). That is, A(V )→ A(V ′).

e

Exercise 5.18. Vector Bundles.
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6 Divisors

Exercise 6.1. Let X be a scheme satisfying (*). Then X × Pn also satisfies
(*) and Cl(X × Pn) ∼= Cl(X)× Pn.

Solution. As in the proof of Proposition II.6.6 we see immediately that X × P1

is noetherian, integral, and separated. To see that it is regular in codimension
one, note that it can be covered by (two) open affines of the form X×A1. Each
of these is shown to be regular in codimension one in the proof of II.6.6 and so
X × P1 is regular in codimension one.

After Proposition II.6.5 and II.6.5 we have an exact sequence

Z i→ Cl(X × P1)
j→ ClX → 0

The first map sends n to nZ where Z is the closed subscheme π−1
2 ∞ ⊂ X ×

P1 (where π2 : X × P1 → P1 is the second projection), and the second is
the composition of Cl(X × P1) → Cl(X × A1)

∼← ClX. Consider the map
ClX → Cl(X×P1) that sends

∑
niZi to

∑
niπ

−1
1 Zi. The composition Cl(X)→

Cl(X × P1) → Cl(X × A1)
∼← Cl(X) sends a prime divisor Z to π−1

1 Z, then
(X × A1) ∩ π−1

1 Z, and then back to Z since (X × A1) ∩ π−1
1 Z is the preimage

of Z under the projection X × A1 → X. Hence, the epimorphism in the exact
sequence above is split.

We now show that the morphism Z→ Cl(X×P1) is split as well, by defining
a morphism Cl(X × P1)→ Z which splits i. Let k : ClX → Cl(X × P1) denote
the morphism we used to split j. Then we send a divisor ξ to ξ − kjξ. This is
in the kernel of j (since jk = id) and therefore in the image of i. So it remains
only to see that i is injective.

Suppose that nZ ∼ 0 for some integer n. Taking the “other” X × A1 we
have Z as π−1

2 0 under the projection π2 : X × P1 → P1. In the open subset
X × A1 we have Z as X embedded at the origin. So the local ring of Z in the
function field K(t) (where K is the function field of X) is K[t](t). Since nZ ∼ 0
there is a function f ∈ K(t) such that vZ(f) = n and vY (f) = 0 for every other

prime divisor Y . So f is of the form tn g(t)h(t) where g, h ∈ K[t] and t ̸ |g(t), h(t).
If the degree of g and h is 0 then changing coordinates back t 7→ t−1 we see
that vY (f) = −n where Y is another copy of X embedded at the origin, or
infinity, depending on which coordinates we are using; the one opposite to Z
at any rate. If one of g or h has degree higher than zero then, it will have an
irreducible factor in K[t], which will correspond to a prime divisor of the form
π−1
2 x for some x ∈ P1, and the value of f will not be zero at this prime divisor.

Hence, there is no rational function with (f) = nZ and so i is injective. Hence
Cl(X × P1) ∼= Cl(X)× Z.

Exercise 6.2.

Exercise 6.3.

Exercise 6.4. Let k be a field of characteristic ̸= 2. Let f ∈ k[x1, . . . , xn] be a
square free nonconstant polynomial, i.e., in the unique factorization of f into ir-
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reducible polynomials, there are no repeated factors. Let A = k[x1, . . . , xn, z]/(z
2−

f). Show that A is an integrally closed ring.

Solution. Let B = k[x1, . . . , xn], L = FracB and consider the quotient field K
of A. In this field we have 1

g+zh
g−zh
g−zh = g−zh

g2−fh2 since z2 = f in A, and so

every element can be written in the form g′ + zh′ where g′, h′ ∈ L. Hence,
K = L[z]/(z2 − f). This is a degree 2 extension of L with automorphism
σ : z 7→ −z and is therefore Galois. So we have the situation of Problem 5.14
from Atiyah-Macdonald (with badly chosen notation). Let Ac be the integral
closure of A inK. We will show that A = Ac by showing that for α = f+zg ∈ K
(with g, h ∈ L) we have α ∈ Ac if and only if f, g ∈ B.

The minimal polynomial of α is X2 − 2gX + (g2 − h2f). So if g, h ∈ B then
α ∈ Ac. Conversely, suppose that α ∈ Ac. Then α+ σα = 2f and α− σα = 2g
are both σ invariant and in Ac and are therefore in B, by the Atiyah-Macdonald
exercise.

Exercise 6.5. Quadric Hypersurfaces. Let char k ̸= 2, and let X be the affine
quadric hypersurface Spec k[x0, . . . , xn]/(x

2
0 + x21 + · · ·+ x2r).

a Show that X is normal if r ≥ 2.

b Show by a suitable linear change of coordinates that the equation of X
could be written as x0x1 = x22 + · · · + x2r. Now imitate the method of
(6.5.2) to show that:

(a) If r = 2 then ClX ∼= Z/2Z;
(b) If r = 3 then ClX ∼= Z;
(c) If r ≥ 4 then ClX = 0.

c Now let Q be the projective quadric hypersurface in Pn defined by the same
equation. Show that:

(a) If r = 2, ClQ ∼= Z, and the class of a hyperplane section Q.H is
twice the generator;

(b) If r = 3, ClQ ∼= Z⊕ Z;
(c) If r ≥ 4, ClQ ∼= Z, generated by Q.H.

d Prove Klein’s theorem, which says that if r ≥ 4, and if Y is an irreducible
subvariety of codimension 1 on Q, then there is an irreducible hypersurface
V ⊆ Pn such that Y ∩Q = Y , with multiplicity one. In other words, Y is
a complete intersection.

Solution. a Let A = Spec k[x0, . . . , xn]/(x
2
0 + x21 + · · · + x2r). By taking

f = x21 + · · ·+ x2r, if we can show that f is square free, then we will have
the situation of Exericise II.6.4 and so A will be integrally closed, implying
that X is normal. But the polynomial f has degree 2 and so it is a product
of at most 2 other nonconstant polynomials, which by degree, must be
linear. Suppose

∑
aixi is a linear polynomials such that (

∑
aixi)

2 = f .
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Then a2i = 1 for all i = 0, . . . , r, and 2aiaj = 0 for i ̸= j ∈ {0, . . . , r}. But
this implies that 2 = 2a2i a

2
j = 0 and we have assumed that k doesn’t have

characteristic 2. Hence f is square free.

b We assume −1 has a square root i in k, otherwise there isn’t a suitable
change of coordinates. Take the change of coordinates x0 7→ y0+y1

2 and

x1 7→ y0−y1
i2 . Then x20 + x21 = y0y1.

Let A = Spec k[x0, . . . , xn]/(x0x1+x
2
2+· · ·+x2r). Now we imitate Example

II.6.5.2. We take the closed subscheme of An+1 with ideal ⟨x1, x22+· · ·+x2r⟩.
This is a subscheme of X and is in fact V (x1) considering x1 ∈ A. We
have an exact sequence

Z→ Cl(X)→ Cl(X − Z)→ 0

Now since V (x1) ∩X = X − Z the coordinate ring of X − Z is

k[x0, x1, x
−1
1 , x2, . . . , xn]/(x0x1 + x22 + · · ·+ x2r)

As in Example II.6.5.2 since x0 = −x−1
1 (x22 + · · ·+ x2r) in this ring we can

eliminate x0 and since every element of the ideal (x0x1 + x22 + · · · + x2r)
has an x0 term, we have an isomorphism between the coordinate ring of
X−Z and k[x1, x

−1
1 , x2, . . . , xn]. This is a unique factorization domain so

by Proposition II.6.2 Cl(X −Z) = 0. So we have a surjection Z→ Cl(X)
which sends n to n · Z.

r = 2 In this case the same reasoning as in Example II.6.5.2 works. Let
p ⊂ A be the prime associated to the generic point of Z. Then mp is
generated by x2 and x1 = x−1

0 x22 so vZ(x1) = 2. Since Z is cut out
by x1 there can be no other prime divisors Y with vY (x1) ̸= 0. It
remains to see that Z is not a principle divisor. If it were then Cl(X)
would be zero and by Proposition II.6.2 this would imply that A is
a unique factorization domain (since A is normal by the first part of
this exercise) which would imply that every hieght one prime ideal is
principle. Consider the prime ideal ⟨x1, x2⟩ of A which defines Z. Let
m = (x0, x1, . . . , xn). we have m/m2 is a vector space of dimension n
over k with basis {xi}. The ideal m contains p and its image in m/m2

is a subspace of dimension at least 2. Hence, p cannot be principle.

r = 3 We use Example II.6.6.1 and Exercise II.6.3(b). Using a similar
change of coordinates as the beginning of this part of this exer-
cise, we see that X is the affine cone of the projective quadric of
Example II.6.6.1. This, by Exercise II.6.3(b) we have an exact se-
quence 0 → Z → Z ⊕ Z → Cl(X) → 0. We already know that
Cl(X) is Z,Z/n or 0. Tensoring with Q gives an exact sequence
Q → Q2 → Cl(X) ⊗ Q → 0 of Q vector spaces. Hence, Cl(X) = Z,
as the other two cases contradict the exactness of the sequence of
Q-vector spaces.

3



r ≥ 4 In this case we claim that Z is principle. Consider the ideal (x1) in A.
Its corresponding closed subset is Z and so if we can show that (x1) is
prime, then Z will be the principle divisor associated to the rational
function x1. Showing that (x1) is prime is the same as showing that

A/(x1) is integral, which is the same as showing that k[x0,...,xn]
(x1,x2

2+···+x2
r)

is integral since (x1, x0x1 + x22 + · · · + x2r) = (x1, x
2
2 + · · · + x2r).

This is the same as showing that k[x0,x2,...,xn]
(x2

2+···+x2
r)

is integral (where the

variable x1 is missing on the top) which is the same as showing that
f = x22 + · · · + x2r is irreducible. Suppose f is a product of more
than one nonconstant polynomial. Since it has degree two, it is the
product of at most two linear polynomials, say a0x0+a2x2+· · ·+anxn
and b0x0 + b2x2 + · · · + bnxn. Expanding the product of these two
linear polynomials and comparing coefficients with f we find that (I)
aibi = 1 for 2 ≤ i ≤ r, and (II) aibj + ajbi = 0 for 2 ≤ i, j ≤ r and
i ̸= j. Without loss of generality we can assume that a2 = 1. The
relation (I) implies that b2 = 1, and in general, ai = b−1

i for 2 ≤ i ≤ r.
Putting this in the second relation gives (III) a2i + a2j = 0 for 2 ≤ i ̸=
j ≤ r and this together with the assumption that a2 = 1 implies that
(IV) a2j = −1 for each 2 < j ≤ r. But if r ≥ 4 then we have from

(III) that a23 + a24 = 0 which contradicts (IV). Hence x22 + · · ·+ x2r is

irreducible, so k[x0,x2,...,xn]
(x2

2+···+x2
r)

is integral, so A/(x1) is integral, so (x1)

is prime and hence Z is the principle divisor corresponding to x1. So
Cl(X) = 0.

c For each of these we use the exact sequence of Exercise II.6.3(b).

r = 2 We have an exact sequence 0 → Z → Cl(Q) → Z/2 → 0 where the
first mophism sends 1 to the class of H · Q a hyperplane section.

Tensoring with Q we get an exact sequence Q 2→ Cl(Q)⊗Q→ 0→ 0
and so since Cl(Q) is an abelian group we see that it is Z⊕T where T
is some torsion group. Tensoring with Z/p for a prime p we get either

Z/2 0→ Cl(Q)⊗(Z/2)→ Z/2→ 0 if p = 2 or Z/p 2→ Cl(Q)⊗(Z/p)→
0 → 0 if p ̸= 2. Hence, T = 0, and so Cl(Q) ∼= Z and the class of a
hyperplane section is twice the generator.

r = 3 This is Example II.6.6.1.

r ≥ 4 We have an exact sequence 0→ Z→ Cl(Q)→ 0→ 0, hence, Cl(Q) =
Z and it is generated by Q ·H.

Exercise 6.6. Let X be the nonsingular plane cubic curve y2z = x3 − xz2 of
(6.10.2).

a Show that three points P,Q,R of X are collinear if and only if P+Q+R =
0 in the group law on X. (Note that the point P0 = (0, 1, 0) is the zero
element in the group structure on X).
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b A point P ∈ X has order 2 in the group law on X if and only if the tangent
line at P passes through P0.

c A point P ∈ X has order 3 in the group law on X if and only if P is
an inflection point (an inflection point of a plane curve is a nonsingular
point P of the curve, whose tangent line (Exercise I.7.3) has intersection
multiplicity ≥ 3 with the curve at P .)

d Let k = C. Show that the points of X with coordinates in Q form a
subgroup of the group X. Can you determine the structure of this subgroup
explicitly?

Solution. a Suppose that P,Q,R are collinear. Then there is a line L on
which they all lie and since every line meets X in exactly three points
(counting multiplicities) P,Q,R are the only points where L meets X. In
P2 any line is equivlant to z and so P + Q + R ∼ 3P0 as divisors, hence
(P − P0) + (Q − P0) + (R − P0) ∼ (P0 − P0) as divisors, and therefore
P +Q+R = 0 in the group law on X.

Conversely, suppose that P +Q+R = 0 in the group law on X. If P,Q,R
are not all distinct, then they are collinear in P2 since any two points are
collinear in P2. Suppose they are distinct and consider the unique line L
on which P and Q lie. This line intersects X in a unique third point T
and we have P + Q + T ∼ 3P0. Hence, P + Q + T = 0 in the group law
on X and therefore R = −P −Q = T . So P,Q,R are collinear.

b Recall that the tangent line to P is the unique line TP (X) whose intersec-
tion multiplicity with X at P is > 1 (Exercise I.7.3).

If P = P0 then certainly the tangent line passes through P0. Suppose that
P ̸= P0 has order 2 and consider the tangent line TP (X) to P . This line
intersects X in three points (counting multiplicities) and since it hits P
with multiplicity greater than one, these three points are P, P and R for
some other point R (which is possibly also P ). Now P, P and R being
collinear means that P + P + R + 0 in the group law on X. But P has
order 2 and so we see that R = 0 = P0. Hence, the tangent line TP (X)
passes through P0.

Conversely, suppose that the tangent line TP (X) passes through P0. Since
P0 is the identity, it has order 2 so suppose that P ̸= P0. Again, TP (X)
hits X in three points (counting multiplicities) of which at least two are
P , and since we have assumed that P0 ̸= P these three points are P, P
and P0. Hence, P +P +P0 = 0 and since P0 = 0 we see that P has order
2.

c If P is an inflection point then the intersection multiplicity of TP (X) and
X at P is ≥ 3. Since X has degree three it can’t be more than three and
so we see that it is exactly three. So the three points of X that TP (X)
hits, counting multiplicites, are all P , and so P + P + P = 0 in the group
law. Hence, P has order three.
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Conversely, if P has order three then P +P +P = 0 then the three points
P, P, P are collinear. That is, there is a line L such that L intersects X
in the unique point P with intersection multiplicity three. Since there is
a unique line of P2 that intersects X at P with multiplicity greater than
one–the tangent line–we see that the tangent line intersects X at P with
multiplicity three, and therefore P is an inflection point.

d If the base field is C then the elliptic curve is isomorphic as an abelian
variety to the quotient of the complex plane by a lattice Z2.

Exercise 6.7. Let X be the nodal cubic curve y2z = x3 + x2z in P2. Imitate
(6.11.4) and show that the group of Cartier divisors of degree 0, CaCl0X, is
naturally isomorphic to the multiplicative group Gm.

Exercise 6.8. a Let f : X → Y be a morphism of schemes. Show that
L 7→ f∗L induces a homomorphim of Picard groups, f∗ : PicY → PicX.

b If f is a finite morphism of nonsingular curves, show that this homomor-
phism corresponds to the homomorphism f∗ : ClY → ClX defined in the
text, via the isomorphism of (6.16).

c If X is a locally factorial integral closed subscheme of Pnk , and if f : X →
Pn is the inclusion map, then f∗ on Pic agrees with the homomorphism on
divisor class groups defined in (Ex. 6.2) via the isomorphisms of (6.16).

Exercise 6.9. Singular curves.

Exercise 6.10. The Grothendieck GroupK(X). Let X be a noetherian scheme.
We define K(X) to be the quotient of the free abelian group genertaed byt all
the coherent sheaves on X, by the subgroup generated by all expressions F −
F ′ −F ′′, whenever there is an exact sequence 0 → F ′ → F → F ′′ → 0 of
coherent sheaves on X. If F is a coherent sheaf, we denote by γ(F ) its image
in K(X).

a If X = A1
k, then K(X) ∼= Z.

b If X is any integral scheme, and F a coherent sheaf, we define the rank
of F to be dimk Fξ where ξ is the generic point of X, and K = Oξ is
the function field of X. Show that the rank function defines a surjective
homomorphism rank : K(X)→ Z.

c If Y is a closed subscheme of X, there is an exact sequence

K(Y )→ K(X)→ K(X − Y )→ 0

where the first map is extension by zero, and the second map is restriction.

Solution. a Let F be a coherent sheaf on X. Then F corresponds to
a finitely generated k[t]-module M . We take a presentation k[t]⊕n →
k[t]⊕m → M → 0 of M and since k[t] is a principle ideal domain, we can

6



choose the first morphism to be injective.1 Hence, we arrive at an exact
sequence 0 → O⊕n

X → O⊕m
X → F → 0 so in the Grothendieck group we

have γ(F ) = (m − n)γ(OX). So the morphism Z → K(X) sending n to
nγ(OX) is surjective. To see that this morphism is injective, we use the
rank homomorphism from the next part of this exercise to split it.

b First we show that it defines a homomorphism. Let 0 → F ′ → F →
F ′′ → 0 be an exact sequence of coherent sheaves on X. Since this
sequence is exact, it is exact at every stalk. In particular, it is exact at
the stalk at the generic point ξ. So we have an exact sequence of finitely
generated Oξ-modules 0 → F ′

ξ → Fξ → F ′′
ξ → 0. Hence, dimK Fξ =

dimK F ′′
ξ + dimK F ′

ξ. So rank is a well-defined homomorphism.

To see that it is surjective, notice that γ(OX) 7→ 1, and so n ·γ(OX) 7→ n.

c Surjectivity on the right. Every coherent sheaf F on X − Y can be ex-
tended to a coherent sheaf F ′ on X such that F ′|X−Y = F by Exercise
II.5.15. So the morphism on the right is surjective.

Exactness in the middle. Suppose that F is a coherent sheaf on X
with support in Y . We will show (below) that there is a finite filtra-
tion F = F0 ⊇ F1 ⊇ · · · ⊇ Fn = 0 such that each Fi/Fi+1 is the
extension by zero of a coherent sheaf on Y . Assuming we have such a
finite filtration, we have γ(Fi) = γ(Fi+1) + γ(Fi/Fi+1) in K(X) and

so γ(F ) =
∑n−1
i=0 γ(Fi/Fi+1). Hence, the class represented by F is

in the image of K(Y ) → K(X). Now if
∑
niγ(Fi) is in the kernel of

K(X)→ K(X−Y ) the Proof of claim. Let i : Y → X be the closed em-
bedding of Y into X and consider the two functors i∗ : Coh(X)→ Coh(Y )
(Exercise II.5.5) and i∗ : Coh(Y ) → Coh(X). These functors are adjoint
(page 110) and so we have a natural morphism η : F → i∗i

∗F for any
coherent sheaf F on X. Let SpecA be an open affine subscheme of X
on which F has the form M̃ . Closed subschemes of affine schemes corre-
spond to ideals bijectively and so SpecA ∩ Y = SpecA/I for some ideal
I ⊂ A and the morphism η : F → i∗i

∗F restricted to SpecA has the
form M → M/IM . Thus we see that η is surjective. Let F0 = F and
define Fj inductively as Fj = ker(Fj−1 → i∗i

∗Fj). It follows from our

1If N is a submodule of a free A-module M of rank n where A is an integral PID then
N is free. Induction on n. If n = 1 then a submodule is an ideal and since A is a PID the
ideal is of the form (a) for some a ∈ A. Since A is integral the map b 7→ ab is an isomorphism
of modules. Now suppose M = An. Consider the submodule An−1 of elements whose last
component is zero. Then by the inductive hypothesis N ′ = An−1 ∩N is free; let m1, . . . ,mr

be a basis for N ′ as a free A-module. If π : An → A is projection onto the last component
then its image is an ideal I of A. If I = 0 then N ′ = N and we are done. If not, choose an
elemen n ∈ N such that πn = a where (a) = I. Then we claim that N = N ′ ⊕An. Certainly,
N ′ +An ⊆ N . If m ∈ N then m = (m− (πm)n) + (πm)n is a decomposition into an element
of N ′ and of An so N ′ + An ⊇ N and therefore N ′ + An = N , so it remains to see that
N ′ ⊕ An → N ′ + An is injective. Suppose (x, bn) is in the kernel. Then x + bn = 0 and so
π(x + bn) = 0. But π(x + bn) = ba and since A is integral this implies that b = 0. Hence,
x+ 0n = 0 and so x = 0. So N ′ ⊕An → N ′ +An = N is an isomorphism.
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definition that each Fi/Fi+1 is the extension by zero of a coherent sheaf
on Y so we just need to show that the filtration F ⊇ F1 ⊇ . . . is finite.
On our open affine we have Fj |SpecA = IjM . Now the support of M̃ con-
tained in the closed subscheme SpecA/I = V (I) so by Exercise II.5.6(b)
we have

√
AnnM ⊇

√
I ⊇ I. Since A is noetherian, every ideal is finitely

generated. In particular, I is finitely generated. So there exists some N
such that AnnM ⊇ IN (see the proof of Exercise II.5.6(d) for details).
Hence, 0 = INM and so the filtration is finite when restricted to an open
affine. Since X is noetherian, there is a cover by finitely many affine opens
{Ui} and so if ni is the point at which Fi|Ui = 0 then Fmax{ni} = 0. So
the filtration is finite.

Exercise 6.11. The Grothendieck Group of a Nonsingular Curve. Let X be a
nonsingular curve over an algebraically closed field k.

a For any divisor D =
∑
niPi, let ψ(D) =

∑
ni[k(Pi)] ∈ K(X) where k(Pi)

is the skyscraper sheaf k at Pi and 0 elsewhere. If D is an effective divisor,
let OD be the stucture sheaf of the associated subscheme of codimension
1, and show that ψ(D) = [OD]. Then use (6.18) to show that for any
D,ψ(D) depends only on the linear equivalence class of D, so ψ defines a
homomorphism ψ : ClX → K(X).

b For any coherent sheaf F on X, show that there exists locally free sheaves
E0 and E1 and an exact sequence 0→ E1 → E0toF → 0. Let r0 = rankE0,
r1 = rankE1, and define detF = (∧r0E0) ⊗ (∧r1E1)

−1 ∈ PicX. Show
that detF is independent of the resolution chosen, and that it goves a
homomorphism det : K(X) → PicX. Finally show that if D is a divsor,
then det(ψ(D)) = L (D).

c If F is any coherent sheaf of rank r, show that there is a divisor D on X
and an exact sequence 0øL (D)⊕r → F → T → 0, where T is a torsion
sheaf. Conclude that if F is a sheaf of rank f , then [F ]− r[OX ] ∈ imψ.

d Using the maps ψ, det, rank, and 1 7→ [OX ] from Z → K(X), show that
K(X) ∼= PicX ⊕ Z.

Solution. a We denote the associated subscheme ofD also byD. So its sheaf
of ideals is ID. For each closed point P ∈ X let FP be the skyscraper
sheaf coker((ID)P → OP ) at P and zero elsewhere. There are surjections
OX → FP for each P and so we have an exact sequence

0→ ID → OX →
⊕
P∈X

FP → 0

Hence, OD ∼= ⊕FP and so γ(OD) =
∑
γ(FP ). Now consider FP for

some P ∈ X with FP nonzero (there are only finitely many as there are
only finitely many points in D). Choose a representation {(Ui, fi)} of the
Cartier divisor corresponding to the Weil divisor D. Since D is effective,
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this can be chosen so that fi ∈ Γ(Ui,OUi
) for each i, and in this case

the sheaf of ideals ID is locally generated by fi (by the definition on
page 145). If Ui is an open that contains P then vP (fi) = n, where n
is the coefficient of P in the sum D. So in the local ring OP we have
fi = tn where t is a generator of mP . The stalk of FP at P is by our
definition above coker((ID)P → OP ) which we can now see to be OP /mnP .
For each i we have an exact sequence of OP modules 0 → miP /m

i+1
P →

OP /mi+1
P → OP /miP → 0 and we have isomorphisms of OP -modules

miP /m
i+1
P
∼= mP /m

2
P
∼= k so it follows that γ(FP ) = nγ(k(P )). Combining

this with the equality γ(OD) =
∑
γ(FP ) shows that ψ(D) = γ(OD).

If D′ is some other effective divisor in the same linear equivalence class as
D then we have

ψ(D) = γ(OD) = γ(OX)− γ(ID)

6.18
= γ(OX)− γ(L (−D))

6.13
= γ(OX)− γ(L (−D′))

6.18
= γ(OX)− γ(ID′)) = γ(OD′) = ψ(D′)

So ψ defines a homomorphism (for an arbitrary divisor D, write it as
a difference of two effective divisors D = D+ − D− and then we have
ψ(D) = γ(OD+)− γ(OD−)).

b Existence of the exact sequence. By Corollary II.5.18 we can write F
as the quotient of a finite direct sum E0 = ⊕O(ni) of twisted structure
sheaves O(ni) for various ni. Let E1 be the kernel of the map E0 → F .
At each closed point we then have an exact sequence

0→ (E1)x → O⊕n
x → Fx → 0

That is, (E1)x is a submodule of O⊕n
x . But each Ox is a reduced regular

local ring of dimension one, and therefore a principle ideal domain (the
only two ideals are zero since it is reduced, and m which is principle since
Ox is regular) and every submodule of a free module over a principle ideal
domain is free. Hence (E1)x is free for every closed point x. Then by
Exercise II.5.7 E1 is locally free.

Independence of E1 and E0. Suppose that we choose another locally free
resolution 0 → E ′

1 → E ′
0 → F → 0. Consider the sequence 0 → G →

9



E0 ⊕ E ′
0 → F → 0. We have a diagram

0

��

0

��

0

��
0 // E1

//

��

E0
//

��

F // 0

0 // G //

��

E0 ⊕ E ′
0

//

��

F //

��

0

0 // E ′
0

��

E ′
0

//

��

0 //

��

0

0 0 0

and we know that the rows and the two right columns are exact. Hence,
the left column is exact as well by the nine lemma. We also get a similar
diagram using E ′

1,E
′
0 in the top row which gives an exact sequence 0 →

E ′
1 → G → E0 → 0 as the left column. We know that G is a locally free

sheaf by the same argument we used to show that existence of the exact
sequence and so using the isomorphism of exercise II.5.16(d) we see that

(∧E0)⊗ (∧E1)
−1 ∼= (∧E0)⊗ (∧E1)

−1 ⊗ (∧E ′
0)

−1 ⊗ (∧E ′
0)

∼= (∧E0)⊗ (∧G )−1 ⊗ (∧E ′
0)

∼= (∧E0)⊗ (∧E ′
1)

−1 ⊗ (∧E0)
−1 ⊗ (∧E ′

0)

∼= (∧E ′
0)⊗ (∧E ′

1)
−1

So the determinant is independent of the resolution chosen.

The map det defines a homomorphism K(X) → Pic(X). We need to
show that whenever we have an exact sequence 0 → F ′ → F → F ′′ →
0 of coherent sheaves, it holds that detF ∼= (detF ′) ⊗ (detF ′′). Let
0 → E ′

1 → E ′
0 → F ′ → 0 be an exact sequence, and E0 → F a surjective

morphism with E0,E ′
0,E

′
1 all locally free. We define G = ker(E0⊕E ′

0 → F )

10



and H = kerE0 → F ′′ to obtain a diagram

0

��

0

��

0

��
0 // E ′

1
//

��

G

��

// H //

��

0

0 // E ′
0

//

��

E0 ⊕ E ′
0

//

��

E0
//

��

0

0 // F ′ //

��

F

��

// F ′′ //

��

0

0 0 0

whose columns and the lower two rows are exact by construction. Hence,
by the nine lemma the top row is exact. G and H are locally free sheaves
by the same argument we used to show the existence of the exact sequence
above. using the isomorphism of exercise II.5.16(d) we see that

detF ∼= (∧E0)⊗ (∧E ′
0)⊗ (∧G )−1

∼= (∧E0)⊗ (∧E ′
0)⊗ (∧H )−1 ⊗ (∧E ′

1)
−1

∼= detF ′ ⊗ detF ′′

Hence, det : K(X)→ Pic(X) is a well defined homomorphism.

For a divisor D, det(ψ(D)) = L (D). Suppose D is an effective divi-
sor. Then we have an exact sequence 0 → IY → OX → OD → 0
where Y is the corresponding closed subscheme. Since both OX and
IY are locally free of one, and by definition ψ(D) = γ(OD) we have
det(ψ(D)) = OX ⊗ I −1

Y = I −1
Y . Then using Proposition II.6.18 this is

equal to L (−D)−1 and then by Proposition II.6.13 this is isomorphic to
L (D). If D is not effective, write it as a difference of effective divisors
and use the fact that det and ψ are both group homomorphisms together
with Proposition II.6.13.

c To construct the injective morphism, the idea is to take a basis for the
K(X)-vector space Fξ, and find a suitable L (D) such that this basis gives
global sections of L (D)⊗F . This defines a morphism O⊕n

X → L (D)⊗F
which we show to be injective, and then tensor everything with L (D)−1.

Cover X with finitely many open affines {Ui = SpecAi}ni=1. On each of

these, the restriction of F has the form M̃i for some Ai-module Mi. Now
consider the stalk Fξ of F at the generic point. Since X is integral each
Ai is integral and so the generic point appears as (0) in each Ui, so we
have isomorphisms Fξ

∼= (FracAi) ⊗Ai Mi for each i. If e1, . . . , en is a

11



basis for Fξ as a K(X)-vector space, then these isomorphisms gives each
ej as

mij

ai
for some mij ∈Mi and ai ∈ Ai (if for some i the denominators

of each
mij

aij
were not the same, multiply by

∏
k ̸=j aik∏
k ̸=j aik

to get
m′

ij∏
aij

). Now

we want to use the ai to define a Cartier divisor but ai
aj

might not be in

OX(Ui ∩ Uj). We rectify this by shrinking the Ui as follows. First define
U ′
i = Ui\V (ai) for each i. If ∪U ′

i ̸= X then its complement is a finite
set of points (since X is a curve), each one of which is contained in V (ai)
for some i (since {Ui} was a cover). For each of these points x, choose a
V (ai) that it is in, and put it back in Ui. So if Zi is the set of points in
V (ai) that we have decided to leave in Ui, we have U ′

i = Ui\(V (ai)\Zi).
The end result is that for i ̸= j, if x is a point in V (ai) ∪ V (aj) then
x /∈ U ′

i ∩ U ′
j . So V (ai) ∩ (U ′

i ∩ U ′
j) and V (aj) ∩ (U ′

i ∩ U ′
j) are both empty.

It follows that ai and aj are both invertible in OX(U ′
i ∩ U ′

j).
2

So we can define a Cartier divisor D′ = {(U ′
i , ai} whose associated sheaf is

locally generated by 1
ai

on U ′
i . The point is that our basis vectors ej from

Fξ are now sections 1
ai
⊗mij of Γ(U

′
i ,L (D′)⊗OX

F ). Futhermore, these
sections agree on the intersections and so we have global sections ei ∈
Γ(X,L (D′)⊗OX

F ) and this we obtain a morphism O⊕n
X → L (D′)⊗F .

We claim that this is injective. To see this, it will be enough to show
that the 1

ai
⊗ mij generate a free submodule of Γ(U ′

i ,L (D′) ⊗OX
F ).

To see this let M = Γ(U ′
i ,L (D′) ⊗OX F ) and consider the morphism

M → M ⊗ K(X). Let A = OX(U ′
i) and let An → M be the morphism

defined by sending (a1, . . . , an) to
∑
j aj

1
ai
⊗ mij . If An → M were to

have a kernel, say N , then we would have an exact sequence

N ⊗K → An ⊗K →M ⊗K

but the second morphism is an isomorphism and so N ⊗K is zero. Hence
the composition N → N ⊗K → An ⊗K is zero. But this is the same as
the composition N → An → An⊗K, and both of these maps are injective.
Hence, N = 0.

So we have an injective morphism of sheaves OX → L (D′)⊗F . Now we
need just tensor with L (D′)−1 = L (D) and we obtain an exact sequence
0→ L (D)⊕n → F → T → 0 where T is the cokernel of L (D)⊕n → F .
To see that T is torsion, consider the stalk of this exact sequence at the
generic point. We get an exact sequence of K(X)-vector spaces 0→ V ′ →
V → V ′′ → 0 and the ranks of V ′ and V are the same. Hence Tξ = 0 and
T is torsion.

To show that [F ] − r[OX ] is in the image of ψ we first use the exact
sequence 0 → L (D)⊕r → F → T → 0 to see that [F ] − r[OX ] =
r[L (D)] + [T ]− r[OX ]. So if [T ] and [L (D)]− [OX ] are in the image of
ψ then we are done.

2For any affine scheme SpecA, if a is not invertible, then (a) is a proper ideal of A, and
therefore contained in some maximal idea (Zorn’s Lemma) m which implies that a ∈ m and
so m∈ V (a). Therefore, if V (a) = ∅ then a is invertible.

12



(i) [L (D)] − [OX ] is in the image of ψ. As we saw in part (a) of this
exercise, for effective divisors D there is an exact sequence 0→ L (D)→
OX → OD → 0 (c.f. Proposition II.6.18) so in K(X) we have [OD] =
[OX ] − [L (D)]. Now if D is not necassarily effective, then it can be
written as a difference D = D+ − D− of effective divisors. Then we
have ψ(D) = [OD+ ] − [OD− ] = [OX ] − [L (D+)] − [OX ] + [L (D−)] =
[L (D−)]− [L (D+)]. Now since L (D−)

−1 is locally free, tensoring with
it preserves exact sequences, so Φ : [F ] 7→ [F ⊗ L (D−)

−1] is a well
defined (set) function on K(X). So Φ(ψ(D)) = Φ

(
[L (D−)]−[L (D+)]

)
=

[OX ]−[L (D)]. But ψ(D) =
∑
ni[k(Pi)] where D =

∑
niPi. and so ψ(D)

is unchanged by Φ. Hence [OX ]− [L (D)] is in the image of ψ.

(ii) [T ] is in the image of ψ. By Exercise II.5.6 the support of T is a
closed subset of X. Since X is a curve, this is a finite set of points, so
T = ⊕TPi is a finite sum of skyscraper sheaves. If we can show that
[TP ] is in the image of ψ for every coherent skyscraper sheaf TP then we
are done. As we are not assuming X complete, it is enough to do this in
the affine case. So suppose that X = SpecA and that M̃ is a coherent
skyscraper sheaf, concentrated at the maximal prime p ∈ SpecA. For
each i we have an exact sequence 0 → pi+1M → piM → piM/pi+1M →
0. The A-module piM/pi+1M is a finite rank A/p-module; that is, a
finite dimensional vector space. Hence, piM/pi+1M ∼= (A/p)⊕ni for some
ni. The associated sheaf to A/p is the skyscraper sheaf k(P ) and so

by induction, we have [M̃ ] =
∑
i≥0 ni[k(P )], if this sum is finite. As the

support of M̃ is p, Exercise II.5.6(b) shows that
√
AnnM = p. The ring A

is noetherian and so pN ⊆ AnnM for some N . 3 This means that pNM =
0. Hence, nj = 0 for each j > N and so the sum [M̃ ] =

∑
i≥0 ni[k(P )] is

finite. Therefore, [T ] is in the image of ψ.

d The diagram is

PicX
ψ

22 K(X)
detrr

rank

55 Z
nγ(OX)rr

It is fairly evident that rank(nγ(OX)) = n and det(nγ(OX)) = O⊗n
X =

OX = 1 ∈ Pic(X). Furthermore, since ψ takes a divisor to a sum of
skyscraper sheaves, and the rank of a skyscraper sheaf is zero, we have
rank ◦ψ = 0. So we just need to show that det ◦ψ = idPicX .

Suppose that D is an effective divisor and L (D) the corresponding in-
vertible sheaf. Then by part (a) ψ sends D to γ(OD) = γ(OX)− γ(ID).
By Proposition II.6.18 this is equal to γ(OX) − γ(L (−D)). The homo-
morphism det then takes this to OX⊗ (L (−D))∨ ∼= (L (−D))∨ ∼= L (D).
Hence det ◦ψ = idPicX .

3Since A is noetherian, p is finitely generated. Let a1, . . . , an be generators. For each i
there is some ni such that a

ni
i ∈ AnnM . Taking N high enough, every monomial of degree

N in the ai will contain at least one term of the form ami with m > ni. Hence, pN ⊆ AnnM .
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Exercise 6.12. Let X be a complete nonsingular curve. Show that there is a
unique way to define the degree of any coherent sheaf on X, degF ∈ Z, such
that:

a If D is a divisor, degL (D) = degD;

b If F is a torsion sheaf then degF =
∑
P∈X length(FP ); and

c If 0→ F ′ → F → F ′′ → 0 is an exact sequence, then degF = degF ′ +
degF ′′.
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7 Projective Morphisms

Exercise 7.1. Let (X,OX) be a locally ringed space, and let f : L →M be a
surjective map of invertible sheaves on X. Show that f is an isomorphism.

Solution. The morphism L →M of sheaves is surjective (resp. isomorphic) if
and only if it is surjective (resp. isomorphic) on stalks (Exercise I.1.2). Further-
more, L and M being invertible means that they are locally free of rank one.
So we are reduced to the question, given a local ring (A,m) and a surjective
morphism ϕ : A → A of A-modules, show that ϕ is an isomorphism. Since
ϕ(a) = ϕ(a · 1) = aϕ(1) the morphism ϕ is determined by b 7→ bϕ(1). Since ϕ is
surjective, there is some element c ∈ A that gets mapped to 1, so cϕ(1) = 1 and
therefore ϕ(1) is invertible. Then we can define ψ : A→ A by a 7→ ac and this
gives an inverse to ϕ. So ϕ is an isomorphism.

Exercise 7.2. Let X be a scheme over a field k. Let L be an invertible sheaf
on X, and let {s0, . . . , sn} and {t0, . . . , tm} be two sets of sections of L , which
generate the same subspace V ⊆ Γ(X,L ), and which generate the sheaf L at
every point. Suppose n ≤ m. Show that the corresponding morphisms ϕ : X →
Pnk and ψ : X → Pmk differ by a suitable linear projection Pm − L→ Pn and an
automorphism of Pn, where L is a linear subspace of Pm of dimension m−n−1.

Solution. Now since the si and ti generate the same subspace of Γ(X,L ) each si
can be written (possibly non-uniquely) as a k-linear combination si =

∑
aijtj of

the tj . We choose the aij so that the corresponding (n+1)× (m+1) matrix has
linearly independent rows. 1 The coefficients aij determine n+1 global sections
ui =

∑
aijxj of O(1) on Pm and we have ϕ∗ui = ϕ∗

∑
aijxj =

∑
aijϕ

∗xj =∑
aijtj = si. So the morphism ρ : Pm − L→ Pn determined by the ui satisfies

ρ◦ϕ = ψ by the uniqueness in Theorem II.7.1. It remains to see that ρ is a linear
projection, which Hartshorne fails to define. We define it to be a morphism
Pm − L → Pn defined by n + 1 linearly independent global sections of O(1)
where L is the closed subvariety determined by the global sections considered
as homogeneous elements of degree 1 of the homogeneous coordinate ring. The
since the global sections are linearly independent and of degree 1, L will be a
linear subspace of Pn of projective dimension m − n − 1. We don’t need the
automorphism because we have probably defined linear projection in a more
general way tha Hartshorne has in mind.

Exercise 7.3. Let ϕ : Pn → Pm be a morphism. Then:

1Let dimV = r + 1 and notice that we suppose n ≤ m. Now notice that we can find
a subset of {si} that are linearly independent (inductively, choose sij not in the span of
si1 , si2 , . . . , sij−1 ) and similarly for the ti. Without loss of generality, we can assume that
these linearly independent subsets are {s0, . . . , sr} and {t0, . . . , tr}. Now for each i = 0, . . . , r
we can express si uniquely as a linear combination of the tj for j = 0, . . . , r, thus obtaining an
(r + 1)× (r + 1) matrix that is invertible. For each i > r, express si as si = ti +

∑r
j=0 aijtj .

Then the full (n+ 1)× (m+ 1) matrix [aij ] consists of an upper left square (r + 1)× (r + 1)
square which is invertible, and for each i > r we have a nonzero entry in the ith column and
zeros in the jth columns for j > i. So the rows are linearly independent.
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a either ϕ(Pn) = pt or m ≥ n and dimϕ(Pn) = n;

b in the second case, ϕ can be obtained as the composition of (1) a d-uple
embedding Pn → PN for a uniquely determined d ≥ 1, (2) a linear projec-
tion PN − L → Pm, and (3) an automorphism of Pm. Also, ϕ has finite
fibres.

Solution. a A morphism from Pn to Pm is equivalant to giving a line bundle
L on Pn and m + 1 global sections s0, . . . , sm that generate L at every
point of Pn. Consider the subsets Zi = {P ∈ Pn|(sj)P ̸∈ mPLP , j =
0, 1, . . . , i}. These are closed subset of Pn and Zi ⊇ Zi+1. Since the si
generate L at every point Zm = ∅. Now Pn has dimension n so either
Zi = ∅ for every i, or m ≥ n. In the first case, the global sections are all
of degree zero in the homogeneous coordinate ring of Pn so d = 0 and its
image in Pm is a point. In the second case, we show that dimϕ(Pn) = n
by induction on m.

We have already seen that if m < n then the image of ϕ is a point.
Consider n ≤ m and ϕ is surjective then dimϕ(Pn) = dimPm = m and
so m = n. If ϕ is not surjective then there is a point P not in the image,
and so we can compose Pn → Pm − P with projection from the point
Pm − P → Pm−1. By the inductive hypothesis on ϕ′ : Pn → Pm−1 either
dimϕ′(Pn) = n in which case dimϕ(Pn) ≥ n and is therefore n, or ϕ′(Pn)
is a point. If ϕ′(Pn) is a point then ϕ(Pn) is contained in the preimage
of this point under the projection. But this preimage is isomorphic to
A1. So we have a morphism Pn → A1. Since Pn is proper and connected,
its image is proper (Exericse II.4.4) and connected, and the only proper
connected subschemes of A1 singleton points. Hence, the image of Pn is a
point.

Exercise 7.4. a Use (7.6) to show that if X is a scheme of finite type over
a noetherian ring A, and if X admits an ample invertible sheaf, then X
is separated.

b Let X be the affine line over a field k with the origin doubled. Calculate
PicX, determine which invertible sheaves are generated by global sections,
and then show directly (without using (a)) that there is no ample invertible
sheaf on X.

Solution. a If X admits an ample invertible sheaf L then Theorem II.7.6
tells use that L n is very ample for some n > 0 and so X admits an imbed-
ding in projective space. So there is a morphism X → Pn for some n that
factors as an open imbedding followed by a closed imbedding. Projective
space is separated and so the structural morphism Pn → SpecA is sepa-
rated. But then X → SpecA is a composition of an open immersion, a
closed immersion, and Pn → SpecA, all of which are separated. Hence
X → SpecA is separated.
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b An invertible sheaf L on X restricts to invertible sheaves on U0, U1, the
two copies of the affine line that we have constructed X out of. Using
Proposition II.6.2 and Corollary II.6.16 we see that PicUi = 0 so every
invertible sheaf is isomorphic to the structure sheaf. So L is determined
by the isomorphism OU0 |U1∩U0

∼→ L |U1∩U0

∼→ OU1 |U1∩U0 . Using II.6.2
and II.6.16 again we see that PicU0 ∩ U1 = 0 so L |U0∩U1

∼= OU0∩U1 and
therefore the isomorphism is an automorphism of k[x, x−1] as a module
over itself. Automorphisms of this form are determined by a unit in the
ring, and the units of k[x, x−1] are the polynomials of the form axn for
a ∈ k∗ and n ∈ Z. So every element of PicX is determined by a polynomial
of the form axn. Following our construction, it can be seen that the
corresponding Cartier divisor is {(U0, 1), (U1, ax

n)}. In this form it can
be seen that axn and bym define the same invertible sheaf if and only if
n = m, so PicX ∼= Z. Denote by Ln the invertible sheaf corresponding
to n ∈ Z.
Given a Cartier divisor {(U0, 1), (U1, x

n)}, the corresponding invertible
sheaf Ln is the subsheaf of K generated locally on U0 by 1 and on U1 by
x−n. A global section of Ln is a section on U0 and a section on U1 that
agree on the intersection. That is, an element of k[x] and an element of
x−nk[x] that agree when restricted to U0 ∩U1. So the element of x−nk[x]
must have homogeneous components of nonnegative degree, and so if n > 0
the local ring at the origin of U1 cannot be generated by a global section.
So each of the invertible sheaves Ln for n > 0 aren’t generated by global
sections.

Now suppose that L is an ample invertible sheaf, say L = Ln. Then by
Theorem II.7.6 Lm = Lnm is very ample over Spec k for some m > 0.
This means there is a morphism to some projective space ϕ : X → Pnk such
that Lnm

∼= ϕ∗O(1). But since Pn is separated, the two origins get sent

to the same point, and so the morphism factors through X
f→ A1 g→ Pn.

Since PicA1 = 0 we have g∗O(1) ∼= OA1 and so ϕ∗O(1) = f∗g∗O(1) =
f∗OA1 = OX . So n = 0. Now consider the coherent sheaf Ln for some
n > 0. If OX really were ample then there would be some i0 such that
for i > i0 the sheaf Ln ⊗ O⊗i

X was generated by its global sections. But
we have seen that this is not the case. So not even OX is ample, and
therefore there are no ample invertible sheaves on X.

Exercise 7.5. Establish the following properties of ample and very ample in-
vertible sheaves on a noetherian scheme X. L ,M will denote invertible sheaves,
and for (d), (e) we assume furthermore that X is of finite type over a noetherian
ring A.

a If L is ample and M is generated by global sectrions, then L ⊗M is
ample.

b If L is ample, and M is arbitrary, then M ⊗L n is ample for sufficiently
large n.

3



Solution. a Note that if F and G are two sheaves of OX -modules that
are generated by global sections {f1, . . . , fn} and {g1, . . . , gm} then the
tensor product, is generated by the global sections {fi⊗gj}. Now consider
some coherent sheaf of OX -modules F . Since L is ample, there is some
n0 such that for all n > n0 the sheaf F ⊗ L n is generated by global
sections. By the remark we just made, this implies that (F⊗L n)⊗M d ∼=
F ⊗ (M ⊗L )n is generated by global sections. Hence, L ⊗M is ample.

b M is coherent and so for sufficiently large i the sheaf L i⊗M is generated
by global sections. By the remark we made in part (a) this means that
(L i⊗M )d is generated by global sections for all positive d. Take n = i+1.
For another arbitrary coherent sheaf F , there is some d0 such that for all
d > d0 the sheaf F ⊗L d is generated by global sections. It follows that
(F ⊗L d)⊗(L i⊗M )d ∼= F ⊗(L n⊗M )d is generated by global sections
for all d > d0. Hence, L n ⊗M is ample for sufficiently large n.

c OX is a coherent sheaf so there is some d0 such that for all d > d0 OX⊗M d

is generated by global sections. For an arbitrary coherent sheaf F , there
is some e0 such that for all e > e0 the sheaf F ⊗L e is generated by global
sections. Choose n0 bigger than e0 and d0. Then for all n > n0 we have
F ⊗(M ⊗L )n ∼= (F ⊗L n)⊗(OX⊗M n) is generated by global sections.
So L ⊗M is ample.

d

e From Theorem II.7.6 we see that there is some n > 0 for which L n is very
ample. Using F = L in the definition of ample shows that there is some
d0 for which L d is generated by global sections for all d > d0. Then by
the previous part L d ⊗L n = L d+n is very ample for all d+ n > d0 + n.

Exercise 7.6. The Riemann-Roch Problem.

a Show that if D is very ample, and if X ↪→ Pn is the corresponding em-
bedding in projective space, then for all n sufficiently large, dim |nD| =
PX(n)− 1, where PX is the Hilbert polynomial of X.

b If D corresponds to a torsion element of PicX, of order r, then dim |nD| =
0 if r|n and dim |nD| = −1 otherwise. In this case the function is periodic
of period r.

Solution. a Recall that the Hilbert polynomial is the numerical polynomial
associated to the Hilbert function ϕ : n 7→ dimk Sn where S is the homoge-
neous coordinate ring of X. Via the embedding we can assocoiate L with
S(1)∼ and then using Exercise II.5.9(b) we see that Sn → Γ(X,S(n)∼) =
Γ(X,L n) is an isomorphism for all large enough n. So for all dn large
enough have dim |nD| = dimΓ(X,L n)− 1 = dimSn − 1 = ϕ(n)− 1. For
n large enough, by definition ϕ(n) = PX(n) and so for n large enough we
get dim |nD| = PX(n)− 1.

4



b IfD is a torsion element of degree r then rD is trivial and so its correspond-
ing line bundle is the structure sheaf, whose vector space of global sections
has dimension one. So dim |rD| = dimΓ(X,OX) − 1 = 1 − 1 = 0. Simi-
larly, if n = rk for some integer k, then dim |rkD| = dimΓ(X,OkX)− 1 =
dimΓ(X,OX)− 1 = 1− 1 = 0.

For the case r ̸ |n we will first show that dimΓ(X,L ) = 0. Consider a
global section s ∈ Γ(X,L ) and let Zi = {P ∈ X|s⊗iP ∈ mPL ⊗i

P }. If we
take an open affine subset U on which we have an isomorphism L |U ∼= OU
then s gives a section t ∈ OU (U) and the set Zi ∩ U is {P ∈ X|tiP ∈ mP }
and so we see that from this that Zi = Z1 for all i ≥ 1. Furthermore,
since L r = OX , we see that Zri = ∅ or X since the only global sections
of OX are constants. Hence, Z1 = ∅ or X. If Z1 = ∅ then recalling the
construction of D from L we see that D = 0 and so r = 1, and so r|n for
all n and we have the previous case. If Z1 = X then our original global
section s was zero and so there are no nonzero global sections of L .

Now for any i = 1, . . . , r− 1, the sheaf L i is again a torsion sheaf of rank
dividing r and so we see that L i has no global sections for each of these
i. Now Γ(X,L n) = Γ(X,L kr+i) = Γ(X,L i) for some i = 1, . . . , r − 1
and so for any n that is not a multiple of r, there are no nonzero global
sections of L n. Hence dim |nD| = Γ(X,L n)− 1 = 0− 1 = −1.

Exercise 7.7. Some Rational Surfaces. Let X = P2
k, and let |D| be the

complete linear system of all divisors of degree 2 on X (conics). D corre-
sponds to the invertible sheaf O(2), whose space of global sections has a basis
x2, y2, z2, xy, xz, yz, where x, y, z are the homogeneous coordinates of X.

a The complete linear system |D| gives an embedding of P2 in P5, whose
image is the Veronese surface.

b Show that the subsystem defined by x20, x
2
1, x

2
2, x1(x0−x2), (x0−x1)x2 gives

a closed immersion of X into P4.

c Let d ⊆ |D| be the linear system of all conics passing though a fixed point
P . Then d gives an immersion of U = X − P into P4. Furthermore, if
we blow up P , to get a surface X̃, then this map extends to give a closed
immersion of X̃ in P4. Show that X̃ is a surface of degree 3 in P4, and
that the lines in X through P are transformed into straight lines in X̃
which do not meet.

Solution. a Recall that the Veronese surface is the 2-uple embedding of P2

into P5. That is, the embedding that corresponds the the ring homomor-
phism

(y0, y1, y2, y3, y4, y5) 7→ (x20, x
2
1, x

2
2, x0x1, x0x2, x1x2)

from k[yi] to k[xi]. Consider the morphism ϕ : P2 → P5 corresponding
to the linear system |D|. In the proof of Theorem II.7.1 the morphism ϕ
is defined via P2

si → D+(yi) where si is the (i + 1)th basis vector of |D|.
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Take s0 = x20. Then the morphism is Spec[x1

x0
, x2

x0
]→ Spec[y1y0 , . . . ,

y5
y0
] and

is defined via the ring homomorphism(
y1
y0
, . . . ,

y5
y0

)
7→
(
x22
x21
,
x0x1
x21

,
x0x2
x21

,
x1x2
x21

)
Clearly, this agrees with the Veronese embedding described above. Now
we can do the same thing for the other si or evoke Exercise II.4.2 to see
that the two morphisms agree.

b We use the cirteria from Proposition 7.3. Since D+(x
2
i ) = D+(xi), the

five open sets corresponding to the chosen global sections cover P2, hence
(1) is satisfied. Now we want to show that for every closed point P ∈ P2,
the global sections whose germ are in mPLP generate mPLP /m

2
PLP as

a k(P )-vector space.

Each closed point appears in one of the open affinesD+(x0), D+(x1), D+(x2).
The system is symmetric under x1 ↔ x2 so show (2) is satisfied for all
closed points in D+(x1) will imply it for D+(x2) and then that will leave
the one remaining closed point (1, 0, 0) that is not in D+(x1) ∪D+(x2).

We start with P = (1, 0, 0) which is the origin in A2 ∼= D+(x0). Choose
coordinates u = x1

x0
, v = x2

x0
. We use the isomorphism O(2)|D+(x0)

∼=
OX |D+(x0) so for sections ofO(2) we have x20 = 1, x20

x1

x0
= u, and x20

x2

x0
= v.

Then our global sections are 1, u2, v2, u(1 − v), (1 − u)v. What we want
to show is that mP /m

2
P = (u, v)OP /(u, v)2OP is generated by the linear

combinations of the given global sections. Note that the images of u
and v in this vector space are basis vectors. We need only the global
sections u(1− v), (1− u)v for in (u, v)OP /(u, v)2OP we have uv = 0 since
uv ∈ (u, v)2. So everything is fine.

While we are in D+(x0) we do the point (u+ 1, v+ 1) as well; we will see
why later. We have the global section u(1− v)+2 = u+1− (u+1)(v+1)
which is u + 1 in mP /m

2
P and v(1 − u) + 2 = v + 1 − (u + 1)(v + 1)

which is v+1 in mP /m
2
P . So our global sections generate the vector space

(u+ 1, v + 1)OP /(u+ 1, v + 1)2OP .
Now consider the closed points inD+(x1). Choose coordinates u = x0

x1
, v =

x2

x1
. We use the isomorphism O(2)|D+(x1)

∼= OX |D+(x1) so for sections

of O(2) we have x21 = 1, x21
x0

x1
= u, and x21

x2

x1
= v. Then our global

sections are u2, 1, v2, (u−v),−uv. What we want to show is that mP /m
2
P =

(u−a, v− b)OP /(u−a, v− b)2OP is generated by the linear combinations
of the given global sections. If a+ b ̸= 0 then consider

uv − ab = (u− a)(v + b)− b(u− a) + a(v − b)
(u− v) + (b− a) = (u− a) + (v − b)

written on the left as a linear combination of our global sections, and on
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the right as elements of mP = (u− a, v − b)OP . We have

uv − ab = b(u− a) + a(v − b) +
(
(v − b)(u− a)

)
(u− v) + (b− a) = (u− a)− (v − b)

and so modulo m2
P these generate mP as long as a+ b ̸= 0 (recall that the

images of u− a and v − b in mP /m
2
P are basis vectors).

So we have seen that (2) holds for all points not in the hypersurface V (x0+
x2). Actually, everything that we did for D+(x1) holds for D+(x2) as well,
with 1 switched with 2 so we actually see that (2) holds for all points not
in V (x0 + x2) or V (x0 + x1). That is, all points except (1,−1,−1). But
we saw that it holds for (1,−1,−1) earlier in D+(x0). Hence, (2) holds
for all closed points, and X → P4 is a closed immersion.

c If we use coordinates y0, . . . , y4 for P4 and x0, x1, x2 for P2 and take our
point to be (0, 0, 1) = ⟨x0, x1⟩, it can be seen by looking at the basic
opens D+(x0), D+(x1) and D+(x2) − P that the linear system d with
basis vectors x20, x

2
1, x0x1, x1x2, x0x2 maps U homeomorphically onto an

open subset of the closed subvariety V = V (y2y3 − y0y4, y1y3 − y2y4).

Since the image of X̃ is a closed subset and U ∼= π−1 is dense in X̃,
the closure V of the image of U must be the image of X̃. Now picking
a global section y0 of O(1) it can be seen to correspond to the divisor
V (y0, y1, y2) + V (y0, y2, y3) + V (y0, y3, y4) and so has degree 3.

The image of the line ax0 + bx1 = 0 (minus P ) of U ⊂ P2 in V has as
its closure the line V (ay0 + by2, ay1 + by2, ay4 + by3) and it follows from
some linear algebra that if the ratio a : b is different to a′ : b′ then the two
corresponding lines in V ⊂ P4 do not share a point.

Exercise 7.8. Let X be a noetherian scheme, let E be a coherent locally free
sheaf on X, and let π : P(E )→ X be the corresponding projective space bundle.
Show that there is a natural 1-1 corresondence between sections of π and quotient
invertible sheaves E → L → 0 of E .

Solution. By Proposition 7.12 to give a morphism X → P(E ) over X (that is,
a section) it is equivalent to give an invertible sheaf L on X and a surjective
map of sheaves E → L . So we are done.

Exercise 7.9. Let X be a regular noetherian scheme, and E a locally free
coherent sheaf of rank ≥ 2 on X.

a Show that PicP(E ) ∼= PicX × Z.

b If E ′ is another locally free coherent sheaf on X, show that P(E ) ∼= P(E ′)
(over X) if and only if there is an invertible sheaf L on X such that
E ′ ∼= E ⊗L .
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Solution. a There is a natural morphism α : PicX × Z→ PicP(E ) defined
by (L , n) 7→ (π∗L ) ⊗ O(n). We claim that this gives the desired iso-
morphism. Let r be the rank of E . Pick a point ι : x ↪→ X and an
open affine neighbourhood U of it on which E is free and let k(x) be the
residue field. On U we have π−1U = Pr−1

U and so we obtain an embed-
ding Pr−1

k(x) → Pr−1
U → P(E ). Clearly, OP(E )(n)|U ∼= OU (n) and we know

that PicPr−1
k(x) = Z so we have obtain a left inverse to Z → PicP(E ). So

it remains to show that α is surjective, and that PicX → PicP(E ) is
injective.

Injectivity of α. Suppose that π∗L ⊗O(n) ∼= OP(E ). Then by Proposition
II.7.11 we see that π∗(π

∗L ⊗O(n)) ∼= OX and by the Projection Formula
(Exercise II.5.1(d)) we have L ⊗ π∗O(n) ∼= OX . Again by Proposition
II.7.11 we know that π∗O(n) is the degree n part of the symmetric algebra
on E and since rank E ≥ 2 this implies that n = 0 and L ∼= OX . Hence
α is injective.

Surjectivity of α. Let {Ui} be an open cover of X for which E is locally
trivial, and such that each Ui is integral and separated. We can find such a
cover since every affine scheme is separated, and X is regular implies that

the local rings are reduced. The subschemes Vi
def
= P(E |Ui

) ∼= Ui × Pr−1

form an open cover of P(E ) and since X is regular, each Ui is regular, and
in particular, regular in codimension one, and hence satisfies (*), so we
can apply Exercise II.6.1 to find that PicVi ∼= PicUi × Z.
Now if L ∈ PicP(E ) then for each i, by restricting we get an element
Oi(ni)⊗π∗

iLi ∈ PicVi ∼= PicUi×Z together with transition isomorphisms

αij : (Oi(ni)⊗ π∗
iLi)|Vij → (Oj(nj)⊗ π∗

jLj)|Vji

that satisfy the cocycle condition. These isomorphisms pushforward to
give isomorphisms

αij : π∗(Oi(ni)|Vij )⊗Li → π∗(Oj(nj)|Vji)⊗Lj

via the projection formula. A quick look at Proposition II.7.11 and con-
sidering ranks, we see that ni = nj . Furthermore, it can be seen from the
definition of P(E ) that Oj(n)|Vij = Oij(n) and so our isomorphism αij is
Oij(n)⊗ π∗

iLi|Vij → Oij(n)⊗ π∗
jLj |Vij . Tensoring this with Oij(−n) we

get isomorphisms Oij ⊗ π∗
iLi|Vij → Oij ⊗ π∗

jLj and the projection for-
mula together with II.7.11 again then tells us that we have isomorphisms
βij : Li|Uij

∼= Lj |Uij , and it can be shown that these satisfy the cocycle
condition as a cosequence of the αij satisfying it. Hence, we can glue the
Li together to obtain a sheaf M on X such that π∗M ⊗O(n) is isomor-
phic to L on each connected component of X (where n depends on the
component).

b One direction follows immediately from Lemma II.7.9 but we choose to do
it more explicitely, using Yoneda’s Lemma.
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Suppose we have Z
f→ Y

g→ X for arbitrary schemes Y and Z and
morphisms f, g. Proposition II.7.12 says that we have an isomorphism
homX(Y,P(E ))

∼→ { quotient invertible sheaves g∗E → L } and that this

is given by (Y
u→ P(E )) 7→ (u∗π∗E → u∗O(1)). It is straightforward that

the following square commutes

homX(Y,P(E )) //

−◦g
��

{ quotient invertible sheaves of g∗E }

g∗

��
homX(Z,P(E )) // { quotient invertible sheaves of f∗E }

since (ab)∗ ∼= b∗a∗ and so we actually have an isomorphism of functors
between homX(−,P(E )) and the functor FE that sends a scheme g : Y →
X over X to the set of quotient invertible sheaves of g∗E .

Now Yoneda’s Lemma says that if two representable functors are isomor-
phic then their representatives are isomorphic. If we have an isomor-
phism E ∼= E ′ ⊗ L we get an induced isomorphism FE

∼= FE ′ by send-
ing a quotient invertible sheaf g∗E →M to g∗(E ′ ⊗L ) →M and then
g∗E ′ →M⊗(g∗L )−1. It can be checked that this is functorial using Exer-
cise II.6.8(a), and so we obtain via Yondea, an isomorphism P(E ) ∼= P(E ′).

Suppose that we have an isomorphism α : P(E ) → P(E ′) with inverse β.
Since α∗ and α∗ are adjoints, we obtain for every quasi-coherent sheaf F
on P(E ) a morphism α∗α∗F → F . If we choose an open affine subset U =
SpecA of P(E ), this morphism on U takes the form ((BM)⊗B A)∼ →M
where SpecB = α(U), A ∼= B is induced by α andM is an A-module. This
is an isomorphism and so α∗α∗F → F is an isomorphism. Now take F =
O(1). Then we have α∗α∗O(1) ∼= O(1) and so α∗O(1) ∼= β∗O(1) since β
is the inverse to α. We know that β∗O(1) is in the Picard group of P(E ′)
and so by part (a) it has the form ((π′)∗L )⊗OP(E ′)(n) for some invertible
sheaf L on X and some integer n. Pushing the isomorphism α∗O(1) ∼=
((π′)∗L )⊗OP(E ′)(n) forward through π′ and using the Projection formula
(Exercise II.5.1d) and Proposition II.7.11 gives

E ∼= π∗O(1) ∼= (π′)∗α∗O(1) ∼= (π′)∗

(
((π′)∗L )⊗OP(E ′)(n)

)
∼= L ⊗ (π′)∗PP(E ′)(n) ∼= L ⊗S n(E ′)

Now since the rank of E ′ is r ≥ 2, the rth degree of the symmetric algebra
on E ′ has rank

(
n+r
r

)
and so n = 1 and we have an isomorphism E ∼= L⊗E ′

for some line bundle L .

Exercise 7.10. Pn-Bundles Over a Scheme. Let X be a noetherian scheme.

a By anaogy with Exercise II.5.18, define the notion of a projective bundle
over X.
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b If E is a locally free sheaf of rank n + 1 on X, then P(E ) is a Pn-bundle
over X.

c Assume that X is regular, and show that every Pn-bundle P over X is
isomorphic to P(E ) for some locally free sheaf E on X. Can you weaken
the hypothesis “X regular”?

d Conclude (in the case X regular) that there is a one-to-one correspondence
between Pn-bundlesover X, and equivalence classes of locally free sheaves
E of rank n+ 1 under the equivlanece E ′ ∼ E if and only if E ′ ∼= E ⊗M
for some invertible sheaf M on X.

Solution. a A projective bundle of rank n over X is a scheme P and a
morphism f : P → X, together with additional data consisting of an open
covering {Uj} of X, and isomorphisms ψi : f−1(Ui) → PnUi

, such that
for any i, j and for any open affine subset V = SpecA ⊆ Ui ∩ Uj , the
automorphism ψ = ψj ◦ ψ−1

i of PnV = ProjA[x0, x1, . . . , xn] is given by a
linear automorphism θ of A[x0, x1, . . . , xn].

b We take an affine cover {Ui = SpecAi} of X such that E is free on

Ui. So we have isomorphims E |Ui
∼= O⊕(n+1)

Ui
. By definition of π :

P(E ) → X we have π−1Ui = ProjS (E )(Ui) ∼= ProjS (O⊕(n+1)
Ui

)(Ui) =
ProjAi[x0, . . . , xn] = PnUi

where S (F ) is the symmetric algebra associ-
ated to a locally free sheaf F . So we have our automorphisms ψi. Now for
any open affine subscheme V = SpecA of Ui ∩ Uj , again from the defini-
tion of P(E ) we have an isomorphism π−1V ∼= PnV and the automorphism
ψ = ψj ◦ ψ−1

i of PnV is defined via the automorphism On+1
Ui
|V ∼= On+1

Uj
|V

coming from the restriction morphisms E (Ui)→ E (V )← E (Uj). Clearly
this is of the desired form.

c

d Given a locally free sheaf of rank n + 1 we obtain a projective bundle
P(E ) by part (b) of this question, so P(−) : L ocn+1(X) → PBn(X)
is a map from locally free sheaves of rank n + 1 to projective bundles of
rank n. Conversely, given a projective bundle P , by part (c) we obtain a
locally free sheaf E = EP of rank n + 1 and an isomorphism P(E ) ∼= P ,
so we have a map E− : PBn(X) → L ocn+1(X) which is a right inverse
to P(−). The only thing left to see is that E− is a left inverse to P(−)
as well. So suppose that we have a localy free sheaf F or rank n + 1 on
X. Then we have seen that P(EP(F)) ∼= P(F ). But by Exercise II.7.9(b)
this implies that EP(F)

∼= F ⊗M for some invertible sheaf M . So we
have the desired one-to-one correspondence after we note that P is still
well defined on L ocn+1(X) modulo the equivalence relation (again by
Exercise II.7.9(b)).

Exercise 7.11. a If I is any coherent sheaf of ideals on X, show that
blowing up I d for any d ≥ 1 gives a scheme isomorphic to the blowing up
of I .
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b If I is any coherent sheaf of ideals, and ifJ is an invertible sheaf of
ideals, then I ·J give isomorphic blowings-up.

c If X is regular, show that (7.17) can be strengthened as follows. Let U ⊆ X
be the largest open set such that f : f−1U → U is an isomorphism. Then
I can be chosen such that the corresponding closed subscheme Y has
support equal to X − U .

Solution. a By definition, the blowing up of I is Proj(
⊕

n≥0 I n), and the

blowing up of I d is Proj(
⊕

n≥0 I nd). Locally–that is on an affine sub-

scheme U ofX, these blowing ups are Proj
⊕

n≥0 I (U)n and Proj
⊕

n≥0 I (U)dn.
By Exercise II.5.13 we know that these are isomorphic, and so if we can
show that the isomorphism from Exercise II.5.13 is natural we are done,
since these local isomorphisms will then agree on the pairwise intersections
Ui ∩Uj of two open affine subschemes. That is, we want to show that for
a morphism of graded rings T → S, the square commutes

ProjS //

��

ProjT

��
ProjS(d) // ProjT (d)

But in the proof of Exercise II.5.13, the horizontal morphisms come from
inclusions S(d) → S and T (d) → T and so this square commutes. So we
are done.

b This follows from Lemma II.7.9 or we can use Yoneda’s Lemma as follows.

Proposition II.7.14 says that X̃ represents the functor that sends Z to
the set of morphisms f : Z → X such that f−1I · OZ is an invertible
sheaf of ideals on Z. Now sinceJ is invertible, f∗J is invertible, and
so if we can show that f−1(I ·J ) · OZ ∼= (f−1I · OZ) ⊗ f∗J , then
f−1(I ·J ) · OZ will be invertible if and only if f−1I · OZ is invertible
and so the two functors represented by the blowings-up of I and I ·J will
be isomorphic, implying that the blowing-ups themselves are isomorphic.

The sheaf f−1J ·OZ is the image of f∗J → OZ , so we have natural maps

(f−1I · OZ)⊗ f∗J → (f−1I · OZ)⊗ (f−1J · OZ)→f−1I · f−1J · OZ
= f−1(I ·J ) · OZ

SinceJ is invertible, it is locally isomorphic to OX , and so f∗J is locally
isomorphic to OZ . Let U be an open subset of U on which we have an
isomorphism f∗J |U ∼= OZ |U . Then f∗J |U is of the form (OZ |U )s for some
section s ∈ OZ(U) (that is, s generates f∗J |U as a free OZ |U module).
Assuming that U = Z so that we can stop writing |U everywhere, our
morphisms above become

(f−1I · OZ)⊗ s
∼→ f−1I · OZ s = f−1(I ·J ) · OZ

11



Since we only need to check isomorphisms of sheaves locally, we are done.

Exercise 7.12. Let X be a noetherian scheme and let Y,Z be two closed sub-
schemes, neither one containing the other. Let X̃ be obtained by blowing up
Y ∩ Z (defined by the ideal sheaf IY + IZ). Show that the strict transform Ỹ

and Z̃ of Y and Z in X̃ do not meet.

Solution. Suppose that they do meet at some point P ∈ X̃. The image of this
point πP in X is contained in some open affine scheme U = SpecA and the
preimage of this open is π−1U = Proj

⊕
d≥0(IY +IZ)

d where IY = IY (U), IZ =
IZ(U). The intersections of Y and Z with U are Y ∩ U = Spec(A/IY ), and
Z ∩ U = Spec(A/IZ) and the preimage of these opens of Y and Z are π−1(U ∩
Y ) = Proj

⊕
d≥0((IY + IZ)(A/IY ))

d ⊂ Ỹ and similarly for Z. The closed

imbedding π−1(U ∩Y )→ π−1(U) is given by a homomorphism of homogeneous
rings

⊕
d≥0(IY + IZ)

d →
⊕

d≥0((IY + IZ)(A/IY ))
d and similarly for Z. Clearly

the kernel of this ring homomorphism is the homogeneous ideal
⊕

d≥0 I
d
Y and

similarly for Z. Now if the two closed subschemes intersect as we have supposed
then there is a homogeneous prime ideal of

⊕
d≥0(IY + IZ)

d that contains both

of these homogeneous ideals. But
⊕

d≥0 I
d
Y and

⊕
d≥0 I

d
Z generate

⊕
d≥0(IY +

IZ)
d so there can be no proper homogeneous prime ideal containing them both.

Hence, the intersection is trivial.
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8 Differentials

Exercise 8.1. a Generalize (8.7) as follows. Let B be a local ring contain-
ing a field k, and assume that the residue field k(B) = M/m of B is a
separable generated extension of k. Then the exact sequence of (8.4A),

0→ m/m2 δ→ ΩB/k ⊗ k(B)→ Ωk(B)/k → 0

is exact on the left also.

b Generalize (8.8) as follows. With B, k as above, assume furthermore that
k is perfect, and that B is a localization of an algebra of finite type over
k. Then show that B is a regular local ring if and only if ΩB/k is free of
rank = dimB + tr. d. k(B)/k.

c Strengthen (8.15) as follows. Let X be an irreducible scheme of finite type
over a perfect field k, and let dimX = n. For any point x ∈ X, not
necassarily closed, show that the local ring Ox is a regular local ring if and
only if the stalk (ΩX/k)x of the sheaf of differentials at x is free of rank n.

d Strengthen (8.16) as follows. If X is a variety over an algebraically closed
field k, then U = {x ∈ X|Ox is a regular local ring} is an open dense
subset of X.

Solution. a To show that δ is injective is equivalent to showing that the
morphism of vector spaces

δ∗ : homk(B)(ΩB/k ⊗ k(B), k(B))→ homk(B)(m/m
2, k(B))

is surjective. Note the isomorphisms:

homk(B)(ΩB/k ⊗ k(B), k(B)) ∼= homB(ΩB/k, k(B)) ∼= Derk(B, k(B))

So given a k(B)-linear homomorphism h : m/m2 → k(B) we want to find a
k-derivation d′ : B → k(B) such that pushing it through the isomorphisms
and then δ∗ gives the original h. First we describe the image of a derivation
d′ through the isomorphisms and then δ∗. The deriviation d′ : B →
k(B) first becomes the B-homomophism described by db 7→ d′b (use the
expression of Ω as a free module generated by the db modulo the suitable
relations). This then becomes the k(B)-homomorphism db⊗ c 7→ cd′b and
then applying δ∗ gives b 7→ d′b. So a derivation d′ just gets mapped to its
restriction to m (note that if b ∈ m2 then b =

∑
aici for some ai, ci ∈ m

and so d′b =
∑
aid

′ci + cid
′ai = 0 in k(B) = B/m).

Now given a k(B)-linear homomorphism h : m/m2 → k(B) we describe a
k-derivation d′ : B → k(B). For b ∈ B, write b = c+λ with λ ∈ k(B), c ∈

m in the unique way using the section k(B)
id ,,// B // k(B) from Theorem

8.25A. Then define d′(b) = h(c).
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b Suppose that ΩB/k is free of the given rank. Then we have the exact
sequence from part (a):

0→ m/m2 δ→ ΩB/k ⊗ k(B)→ Ωk(B)/k → 0

We know that the dimension of ΩB/k ⊗ k(B) is dimB + tr. d. k(B)/k
by assumption and that dimΩk(B)/k = tr. d. k(B)/k by Theorem II.8.6A
(k(B) is separably generated over k since we have assumed k perfect,
see Theorem I.4.8A). Hence, the dimension of m/m2 is dimB and so by
definition B is regular.

Now suppose that B is regular. By the argument just described, we know
that dimk(B) ΩB/k ⊗ k(B) is dimB + tr. d. k(B)/k. If we can show also
that dimK ΩB/k ⊗ K is dimB + tr. d. k(B)/k (where K is the quotient
field of B) then we will be done by Lemma II.8.9 for the same reasons
that it works in the proof of Theorem II.8.8. As in that proof we have
ΩB/k ⊗B K = ΩK/k by Proposition II.8.2A and since k is perfect, K is
a separably generated extension of k (Theorem I.4.8A) so dimK ΩK/k =
tr. d.K/k by Theorem 8.6A. Hence dimK ΩB/k ⊗ K = tr. d.K/k. Now
we have assumed that B is the localization of an algebra A of finite type
over k, so B = Ap for some prime p ∈ SpecA. This means that we
have FracA = FracB and height p = dimB. So by Theorem I.1.8A we
have tr. d.K/k = dimA = height p + dimA/p = dimB + dimA/p =
dimB + tr. d.Frac(A/p)/k = dimB + tr. d. k(B). So we have shown that
dimK ΩB/k ⊗ K is dimB + tr.d. k(B)/k and now we can happily apply
Lemma II.8.9 to get the desired result.

c Take an affine neighbourhood SpecA of x in which x corresponds to the
prime ideal p. Define B = Ap and we have the hypotheses of part (b)
satisfied so we see that Ox = B is a regular local ring if and only if ΩB/k
is free of rank dimB+tr. d. k(B)/k = dimA = dimX (see the proof of the
previous part for the former equality). The stalk (ΩX/k)x is ΩA/k ⊗A B
and we have an isomorphism ΩB/k ∼= ΩS−1A/k

∼= S−1ΩA/k ∼= ΩA/k ⊗A B
by Proposition II.8.2A where S is the multiplicative set of elements not in
p, so Ox = B is a regular local ring if and only if ΩB/k ∼= ΩA/k ∼= (ΩX/k)x
is free of rank dimB + tr. d. k(B)/k = dimA = dimX.

d By (8.16) we know that there exists some open dense subset V of X which
is nonsingular, hence U is dense since it contains any such V . At every
point x of U , the coherent sheaf ΩX/k is locally free by part (c) and so
by Exercise II.5.7(a) there is an open neighbourhood W of x on which
ΩX/k|W is free of rank n. This implies that at every point w of W , the
stalks (ΩX/k)w are free of rank n and therefore, again by part (c), w ∈ U .
So every point of U has an open neighbourhood contained in U , and
therefore U is open.

Exercise 8.2. Let X be a variety of dimension n over k. Let E be a locally free
sheaf of rank > n on X, and let V ⊆ Γ(X,E ) be a vector space of global sections
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which generate E . Then show that there is an element s ∈ V , such that for each
x ∈ X, we have sx ̸∈ mxEx. Conclude that there is a morphism OX → E giving
rise to an exact sequence

0→ OX → E → E ′ → 0

where E ′ is locally free.

Solution. Consider the scheme X ×V and the subset of points Z = {(x, s)|sx ∈
mxEx}. We label the projections by π1 : Z ⊂ X × V → X and π2 : Z ⊂
X × V → V . Now for any point x ∈ X, the preimage π−1x in Z is the set of
global sections s in V that sx ∈ mxEx. Otherwise said, it is the kernel of the
k(x)-vector space morphism V ⊗k k(x) → Ex ⊗Ox k(x). Since E is generated
by global sections this morphism is always surjective and since E is locally free
of rank r this kernel will then have rank m − r where m = dimV . Hence, the
dimension of Z as a closed subset of X × V is n+m− r. By assumption r > n
and so n +m − r < m. Hence, the second projection π2 : Z → V cannot be
surjective. Any point not in the image will be a global section with the required
property.

Using this global section s we define a morphism OX → E by sending 1 7→ s,
and define E ′ as the cokernel of OX → E . To see that we have an exact sequence
as desired, consider the stalk at x ∈ X. We want to show that Ox → O⊕r

x is
injective where we are using the isomorphism O⊕r

x
∼= Ex; let sx = (a1, . . . , ar).

This morphism sends a 7→ a(a1, . . . , ar) and so if aai = 0 for all i then a = 0
or ai = 0 for all i (since X is integral the local rings have no zero divizors) but
we have chosen s so that sx ̸∈ mxEx and so ai ̸∈ mx for some i, and therefore
a = 0.

Now we must show that E ′
x = O⊕r

x /Ox is free, then the local free-ness of E ′

will follow from Exercise II.5.7(b). We do this by explicitely constructing an

isomorphism O⊕(r−1)
x . We have assumed that one of ai is not in mx. Without

loss of generality we can assume that it is ar. Writing Ox as Ap for some
affine SpecA containing p we see that ar is invertible since it is not in pAp =
mx. Now consider the composition Ar−1

p → Arp → Arp/sAp where the first
morphism sends (b1, . . . , br−1) to (b1, . . . , br−1, 0). Clearly the composition is
injective for (b1, . . . , br−1, 0) ∈ sAp contradicts the assumption that ar ̸∈ mx.
For surjectivity, let b = (b1, . . . , br) represent an element of Arp/sAp. Then

b− a−1
r brs ∈ Ar−1

p and (b− a−1
r brs)− b ∈ sAp. So we are done.

Exercise 8.3. Product Schemes.

a Let X and Y be schemes over another scheme S. Use (8.10) and (8.11)
to show that ΩX×Y/S ∼= p∗1ΩX/S ⊕ p∗2ΩY/S.

b If X and Y are nonsingular varieties over a field k, show that ωX×Y ∼=
p∗1ωX ⊗ p∗2ωY .

c Let Y be a nonsingular plane cubic curve, and let X be the surface Y ×Y .
Show that pg(X) = 1 but pa(X) = −1 (I. Ex. 7.2).
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Solution. a From (8.10) it follows that ΩX×Y/X ∼= p∗2(ΩY/S) and ΩX×Y/Y ∼=
p∗1(ΩX/S). Combining these with Proposition (8.11) gives exact sequences

ΩX×Y/X → ΩX×Y/S → ΩX×Y/Y → 0

ΩX×Y/Y → ΩX×Y/S → ΩX×Y/X → 0

To see that the relavent morphisms actually do decompose ΩX×Y/S into
p∗1ΩX/S ⊕ p∗2ΩY/S we go to Matsumura to find the definitions of these
morphisms. It is enough to consider the affine case, so let A and B be
rings over C. We want to know if the composition

ΩA⊗CB/A
∼← ΩB/C ⊗B (B ⊗C A)→ ΩA⊗CB/C → ΩA⊗CB/A

is the identity. The first module is generated by elements of the form
dx where x ∈ A ⊗C B. Since d is a morphism of abelian groups and
d(a⊗ b) = d(a⊗ 1) + d(1⊗ b) = d(1⊗ b) it is enough to consider elements
of the form d(1⊗ b). The first map takes such an element to (1⊗ 1)⊗ db.
This then gets taken to d(1⊗ b) which gets taken back to d(1⊗ b) so the
composition is the identity.

b Suppose that the dimensions of X and Y are n and m respectively. Then
we have

ωX×Y = ∧nmΩX×Y (by definition)
∼= ∧nm(p∗1(ΩX)⊕ p∗2(ΩY )) (part (a))
∼= (∧np∗1(ΩX))⊗ (∧mp∗2(ΩY )) (Exercise I.5.16(d))
∼= (p∗1(∧nΩX))⊗ (p∗2(∧mΩY )) (Exercise I.5.16(e))
∼= p∗1(ωX)⊗ p∗2(ωY ) (by definition)

c In Example 8.20.3 we see that ωY ∼= OY and so by part (b) we have
ωY×Y ∼= p∗1ωY ⊗ p∗2ωY ∼= p∗1OY ⊗ p∗2OY ∼= OY×Y . By Exercise II.4.5(d)
the vector space of global sections of the structure sheaf of Y × Y has
dimension one.

In Exercise I.7.2 we calculate the arithmetic genus of a plane cubic curve
to be 1 in part (b) and then the arithmetic genus of Y × Y is calculated
in part (e) as 1− 1− 1 = −1.

Exercise 8.4. Complete Intersections in Pn.

Exercise 8.5. Blowing up a Nonsingular Subvariety. As in (8.24), let X be a
nonsingular variety, let Y be a nonsingular subvariety of codimension r ≥ 2, let
π : X̃ → X be the blowing up of X along Y , and let Y ′ = π−1(Y ).

a Show that the maps π∗ : PicX → Pic X̃, and Z → Pic X̃ defined by n 7→
class of nY ′, give rise to an isomorphism Pic X̃ ∼= PicX ⊕ Z.

b Show that ωX̃
∼= f∗ωX ⊗L ((r − 1)Y ′).
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Solution. a Since X is nonsingular we can associate each each invertible
sheaf to a class of divisors (Remark II.6.11.1A). Then from Proposition
II.6.5 we have the exact sequence and isomorphism:

Z→ Cl X̃ → ClU → 0 ClU ∼= ClX

where U = X − Y . The composition PicX → Pic X̃ → PicU is the same
as the composition PicX

∼→ PicU and so PicX → Pic X̃ → PicX is the
identity. Furthermore, the composition Z → Pic X̃ → PicX is zero as
a direct consequence of the exact sequence. So it remains only to find
a splitting for Z → Pic X̃. Consider the embedding j : Y ′ → X̃. This
provides a morphism Pic X̃ → PicY ′. We know by Theorem II.8.24(b)
that Y ′ is a projective bundle over Y and then from Exercise II.7.9 that
PicY ′ ∼= PicY ⊕ Z. We follow 1 through the composition Z → Pic X̃ →
PicY ′ → PicY ⊕Z→ Z. We have 1 gets sent to L (Y ′) ∈ Pic X̃ which by
Proposition II.6.18 is isomorphic to I −1

Y ′ which we know is OX̃(−1) (from
the proof of (7.13) for example). This then becomesOY ′(−1) which is then
sent to −1. So our composition is not the identity, but is an isomorphism,
and we only wanted to find a splitting for Z → Pic X̃ so compose with
1 7→ −1 and we obtain our desired splitting.

b By (a) we can write ωX̃ as f∗M ⊗L (qY ′) for some invertible sheaf M ∈
PicX and some integer q. We have an isomorphisms X − Y ∼= X̃ − Y ′

(Proposition II.7.13) and so ωX̃ |X̃−Y ′
∼= ωU ∼= ωX |X−Y . We also have

an isomorphism PicX ∼= PicU (Proposition II.6.5) and so if M |X−Y ∼=
ωX |X−Y , which it is, then M ∼= ωX . Now by Proposition II.8.20 we
have ωY ′ ∼= ωX̃ ⊗ L (Y ′) ⊗ OY ′ ∼= f∗ωX ⊗ L ((q + 1)Y ′) ⊗ OY ′ . Then

by Proposition II.6.18 L ((q + 1)Y ′) ∼= I −q−1
Y ′ and we know that IY ′ =

OX̃(1) (from the proof of (7.13) for example). Putting all this together we
get ωY ′ ∼= f∗ωX⊗OY ′(−q−1). Now we take a closed point y ∈ Y and let Z
be the fibre of Y ′ over y; that is, Z = y×Y Y ′. We can use Exercise II.8.3(b)
to find that ωZ ∼= π∗

1ωy⊗π∗
2ωY ′ ∼= π∗

2(f
∗ωX⊗OY ′(−q−1)) ∼= OZ(−q−1)

since ωy = Oy and pulling ωX back to Z can be done via y on which it
becomes the structure sheaf. Now Z is just projective space of dimension
r − 1 (Theorem II.8.24) and so ωZ ∼= OZ(−r) (Example II.8.20.1) so
q = r − 1. Hence ωX̃

∼= f∗ωX ⊗L ((r − 1)Y ′).

Exercise 8.6. Infinitesimal Lifting Property. Let k be an algebraically losed
field, let A be a finitely generated k-algebra such that SpecA is a nonsingular
variety over k. Let 0 → I → B′ → B → 0 be an exact seqeuence, where B′ is
a k-algebra, and I is an ideal with I2 = 0. Finally suppose given a k-algebra
homomorphism f : A → B. Then there exists a k-algebra homomorphism g :
A→ B′ lifting f .

a First suppose that g : A → B′ is a given homomorphism lifting f . If
g′ : A → B′ is another such homomorphism, show that θ = g − g′

is a k-derivation of A into I, which we can consider as an element of
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homA(ΩA/k, I). Conversely, for any θ ∈ homA(ΩA/k, I), show that g′ =
g + θ is another homomorphism lifting f .

b Now let P = k[x1, . . . , xn] be a polynomial ring over k of which A is a quo-
tient, and let J be the kernel. Show that there does exist a homomorphism
j : P → B′ making a commutative diagram

0

��

0

��
J

��

I

��
P

��

h // B′

��
A

��

f // B

��
0 0

and show that h induces an A-linear map h : J/J2 → I.

c Conclude by finding the desired morphism g : A→ B′ (Hartshorne essen-
tially walks the reader through the proof of this part in his statement of
the exercise).

Solution. a Since g and g′ both lift f , the difference g−g′ is a lift of zero, and
therefore, the image lands in the submodule I of B′. The homomorphisms
g and g′ are algebra homomorphisms and so they both send 1 to 1, hence
the difference sends 1 to 0 and so for any c ∈ k we have θ(k) = kθ(1) = 0.
For the Leibniz rule we have

θ(ab) = g(ab)− g′(ab)
= g(a)g(b)− g′(a)g′(b)
= g(a)g(b)− g′(a)g′(b) + (g′(a)g(b)− g′(a)g(b))
= g(b)θ(a) + g′(a)θ(b)

We can consider it as an element of homA(ΩA/k, I) by the universal prop-
erty of the module of relative differentials.

Conversely, for any θ ∈ homA(ΩA/k, I) we obtain a derivation θ ◦ d : A→
I which we can compose with the inclusion I → B′ to get a k-linear
morphism from A into B′ Since the sequence is exact, this θ vanishes on
composition with B′ → B and so g+ θ is another k-linear homomorphism
lifting f and we just need to show that it is actually a morphism of k-
algebras; that is, that it preserves multiplication.

g(ab) + θ(ab) = g(ab) + θ(a)g(b) + g(a)θ(b)

= g(ab) + θ(a)g(b) + g(a)θ(b) + θ(a)θ(b) since I2 = 0 and θ(a), θ(b) ∈ I
= (g(a) + θ(a))(g(b) + θ(b))
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b A k-homomorphism out of P is uniquely determined by the images of the
xi, which can be anything. So for each i choose a lift bi of f(xi) in B

′ and
we obtain a morphism h by sending xi to bi and extending to a k-algebra
homomorphism. If a ∈ P is in J then by commutivity, the image of h(a)
in B will be zero, implying that h(a) ∈ I so we have at least a k-linear
map J → I. If a ∈ J2 then h(a) ∈ I2 = 0 so this map descends to
h : J/J2 → I. The last thing to check is that the map h is A-linear, and
this follows from h preserving multiplication.

c Applying the global sections functor to the exact sequence of (8.17) with
X = SpecP , Y = SpecA gives an exact sequence

0→ J/J2 → ΩP/k ⊗A→ ΩA/k → 0

which is exact on the right as well by (8.3A). Now since A is nonsingular,
ΩA/k is locally free and and therefore projective so Exti(ΩA/k, I) = 0 for
all i > 0. So the exact sequence

0→ homA(ΩA/k, I)→ homA(ΩP/k⊗A, I)→ homA(J/J
2, I)→ Ext1A(ΩA,k, I)→ . . .

shows that hom(ΩP/k ⊗ A, I) → hom(J/J2, I) is surjective. So we can

find a P -morphism θ : ΩP/k → I whose image is h from part (b). We

then define θ′ as the composition P
d→ ΩP/k → I → B′ to obtain a k-

derivation P → B′. Let h′ = h − θ. For any element b ∈ J we have
h′(b) = h(b) − θ(b) = h(b) − h(b) = 0 so h′ descends to a morphism
g : A→ B′ which lifts f .

Exercise 8.7. If X is affine and nonsingular, then show that any extension of
X by a coherent sheaf F is isomorphic to the trivial one.

Solution. Since everything is affine, the problem restated is this: given a ring A′,
an ideal I ⊂ A′ such that I2, and an isomorphism A′/I ∼= A, such that I ∼= M
as an A-module (where M is the finitely generated A-module corresponding to
F ), show that A′ ∼= A⊕M as an abelian group, with multiplication defined by
(a,m)(a′,m′) = (aa′, am′ + a′m).

Using the infinitesimal lifting property we obtain a morphism A → A′ that
lifts the given isomorphism A′/I ∼= A. This together with the given data pro-
vides the isomorphism A ⊕M ∼= A′ of abelian groups where we use the iso-
morphism M ∼= I to associate M with I as an A-module. If a ∈ A then
(a, 0)(a′,m′) = (aa′, am′) using the A-module structure on A and M ∼= I. If
m ∈ M ∼= I then (0,m)(a′,m′) = (0, a′m) since mm′ ∈ I2. So we have the
required isomorphism.

Exercise 8.8. Using the method of (8.19), show that Pn = dimk Γ(X,ω
⊗n
X ) and

hq,0 = dimk Γ(X,∧qΩX/k) are birational invariants of X, a projective nonsin-
gular variety over k.
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Solution. The proof of (8.19) translates almost verbatim.
Suppose that we have another nonsingular, projective variety X ′, bira-

tionally equivalent to X. Consider a birationally invertible map X → X ′ and
let V ⊂ X be the largest open subset of X on which it is representable, and
f : V → X ′ a representative morphism. We obtain a morphism of sheaves
f∗ΩX′ → ΩV via Proposition II.8.11. These are locally free sheaves of rank
n = dimX and so we obtain morphisms f∗ω⊗n

X′ → ω⊗n
V and f∗ΩqX′ → ΩqV

both of which induce morphisms of global sections. By (I, 4.5) there is an open
subset U of V that is mapped isomorphically onto its image in X ′ by f . This
ΩV |U ∼= Ω′

X |f(U) via f . We have a commutative square

Γ(ω⊗n
X′ , X ′) //

��

Γ(ω⊗n
V , V )

��
Γ(ω⊗n

f(U), f(U)) // Γ(ω⊗n
U , U)

and a similar one for f∗ΩqX′ → ΩqV . Since f(U) is dense and open in X ′, and
a nonzero global section cannot vanish on a dense open subset, we see that the
morphisms

Γ(ω⊗n
X′ , X

′)→ Γ(ω⊗n
V , V ) Γ(ΩqX′ , X

′)→ Γ(ΩqV , V )

are both injective.
Now we compare Γ(V,−) to Γ(X,−). First we claim that X − V has codi-

mension > 1 in X. This follows from the valuative criterion of properness (4.7).
If P ∈ X is a point of codimension 1 then OX,P is a discrete valuation ring
because X is nonsingular. The map from the generic point ηX of X to that of
X ′ fits into a commutative diagram

SpecK(X)

��

// X ′

��
SpecOX,P //

88rrrrrr
Spec k

and so we can extend V to include P and so by the definition of V , it already
includes P .

To show that Γ(V,F ) ∼= Γ(X,F ) for the sheaves F that we are interested
in, it suffices to show that Γ(V ∩ U,F |U∩V ) ∼= Γ(U,F |U ) for each open U in
a cover of X (use the sequences 0 → Γ(X,−) → ⊕Γ(Ui,−) → ⊕Γ(Uij ,−)).
Choose the open cover {Ui} such that on each Ui the sheaf F (= ΩqX or ω⊗n

X )
is free, and each Ui is affine. Then what we need to show is that for each of
these Ui, the morphism Γ(Ui,OUi) → Γ(U ∩ V,OUi∩V ) is bijective. Since X is
nonsingular, and therefore normal, and since Ui − Ui ∩ V has codimension > 1
in Ui, this is a consequence of (6.3A).

So the culmination is that we have an injective morphism Γ(X ′,FX′) →
Γ(V,FX |V ) and a bijective morphism Γ(X,FX) → Γ(V,FX |V ) (where F− =
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Ωq− or ω⊗n
− ). Hence, Pn(X

′) ≤ Pn(X) and hq,0(X ′) ≤ hq,0(X). By symmetry
we get inequalities in the other direction and so these inequalities are actually
equalities.
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2 Cohomology of Sheaves.

Exercise 2.1. a Let X = A1 be the affine line over an infinite field k. Let
P,Q be distinct closed points of X, and let U = X − {P,Q}. Show that
H1(X,ZU ) 6= 0.

b More generally, let Y ⊆ X = An be the union of n + 1 hyperplanes in
suitable general position, and let U = X − Y . Show that Hn(X,ZU ) 6= 0,
thus the result of (2.7) is the beset possible.

Solution. a The sheaf ZU is a subsheaf of ZX and so we get an exact se-
quence 0 → ZU → Z → iP∗Z ⊕ iQ∗Z → 0 where iP∗Z and iQ∗Z are
the skyscraper sheaves at P and Q with value Z. Taking cohomology
gives a long exact sequence, one piece of which is · · · → H0(X,ZX) →
H0(X, iP∗Z ⊕ iQ∗Z) → H1(X,ZU ) → . . . , so if H1(X,ZU ) = 0, then
H0(X,ZX) → H0(X, iP∗Z ⊕ iQ∗Z) is surjective. But this is Z → Z ⊕ Z
which cannot be surjective.

Exercise 2.2. Let X = P1 be the projective line over an algebraically closed field
k. Show that the exact sequence 0 → O → K → K /O → 0 of (II, Ex. 1.21d)
is a flasque resolution of O. Conclude from (II, Ex. 1.21e) that Hi(X,O) = 0
for all i > 0.

Solution. Since every pair of open subsets of X intersect nontrivially, every open
subset is connected. So the constant sheaf K is actually the constant presheaf
K , and therefore flasque. To see that K /O is flasque, write it as ⊕P∈X iP (IP )
(Exercise II.1.21(d)). Exercise II.1.21(e) then tells us that applying the global
sections functor we get an exact sequence, so Γ(X,K ) → Γ(X,K /O) → 0 →
. . . is exact, and since we can use this to calculate the cohomology, Hi(X,O) = 0
for all i > 0.
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Exercise 2.3. Cohomology with Supports. Let X be a topological space, let Y
be a closed subset, and let F be a sheaf of abelian groups. Let ΓY (X,F ) denote
the group of sections of F with support in Y .

a Show that ΓY (X, ·) is a left exact functor from A b(X) to A b.

b If 0 → F ′ → F → F ′′ → 0 is an exact sequence of sheaves, with F ′

flasque, show that

0→ ΓY (X,F ′)→ ΓY (X,F )→ ΓY (X,F ′′)→ 0

is exact.

c Show that if F is flasque, then Hi
Y (X,F ) = 0 for all i > 0.

d If F is flasque, show that the sequence

0→ ΓY (X,F )→ Γ(X,F )→ Γ(X − Y,F )→ 0

is exact.

e Let U = X − Y . Show that for ny F , there is a long exact sequence of
cohomology groups

0→ H0
Y (X,F )→ H0(X,F )→ H0(U,F |U )→

→ H1
Y (X,F )→ H1(X,F )→ H1(U,F |U )→

→ H2
Y (X,F )→ . . .

f Excision. Let V be an open subset of X containing Y . Then there are
natural functorial isomorphisms, for all i and F ,

Hi
Y (X,F ) ∼= Hi

Y (V,F |V )

Solution. a Let F ′ → F → F ′′ be an exact sequence of sheaves of abelian
groups on X. If ΓY (X,F ′) → ΓY (X,F ) is injective as a consequence of
Γ(X,F ′)→ Γ(X,F ) being injective. Similarly, the composition ΓY (X,F ′)→
ΓY (X,F )→ ΓY (X,F ′′) is zero as a consequence of Γ(X,F ′)→ Γ(X,F )→
Γ(X,F ′′) being zero. Consider a section s ∈ ΓY (X,F ) and suppose that
it gets sent to zero in ΓY (X,F ′′). This implies that as an element of
Γ(X,F ), the section s gets sent to zero in Γ(X,F ′′) and so is the image
of some section t ∈ Γ(X,F ′). We just need to check that tx = 0 for every
x /∈ Y . Let x ∈ X−Y be such a point. Since F ′ → F → F ′′ is exact, we
have an exact sequence of stalks 0→ F ′x → Fx → F ′′x → 0. The stalk of
sx is zero since s ∈ ΓY (X,F ) and therefore tx = 0. Hence t ∈ ΓY (X,F ′).

b By part (a) we know that ΓY (X, ·) is left exact so we just need to show that
ΓY (X,F ) → ΓY (X,F ′′) is surjective. Suppose that we have a section
s ∈ ΓY (X,F ′′). This is a section of Γ(X,F ′′) and since F ′ is flasque,
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there is a section t ∈ Γ(X,F ) in its preimage (Exercise II.1.16(b)). This
section does not necassarily have support in Y however. For every point
x ∈ X − Y consider the exact sequence of stalks 0→ F ′x → Fx → F ′′x →
0. The germ tx gets sent to sx ∈ F ′′x which is zero since s has support
in Y . So there is a germ ux ∈ F ′x which gets sent to tx. This means
there is a neighbourhood Ui of x (which we can assume doesn’t intersect
Y ) and a section ui which gets sent to ti|Ui . In this way we get an open
cover {Ui} of X − Y and for each i, a section ui which gets sent to t|Ui .
Consider the intersections of the ui. The sections ui|Ui∩Uj − uj |Ui∩Uj get
sent to t|Ui∩Uj − t|Ui∩Uj = 0 and since F ′ → F is injective, this means
that ui|Ui∩Uj − uj |Ui∩Uj = 0 and so the ui glue together to give a section
u′ ∈ F ′(U) which gets sent to t|U . Since F ′ is flasque, this lifts to a
global section u ∈ Γ(X,F ′). Now consider t− u ∈ Γ(X,F ) this gets sent
to s ∈ Γ(X,F ′′) since u came from F ′ and t got sent to s. Furthermore,
for any point x ∈ X−Y , the germs of t and u agree since t|Ui = u|Ui = ui
for every i in our cover above. Hence, we have found a global section
t− u ∈ ΓY (X,F ) that gets sent to s.

c The proof from Proposition III.2.5 works. Embed F in an injective object
I and let G be the quotient F/I . The sheaf F is flasque by hypothesis,
and I is flasque by (2.4) so G is flasque by Exercise II.I.16(c). Since F
is flasque, we have an exact sequence

0→ ΓY (X,F )→ ΓY (X,I )→ ΓY (X,G )→ 0

from part (b). On the other hand, I is injective and so Hi
Y (X,I ) = 0

for all i > 0. Thus, from the long exact sequence of cohomology, we get
H1
Y (X,F ) = 0 and Hi

Y (X,F ) ∼= Hi−1
Y (X,G ) for each i ≥ 2. But G is

also flasque, and so by induction on i we get the result.

d This sequence is what you get if you apply the global sections functor to
the sequence of Exercise II.1.20(b) so we just need to show that Γ(X,F )→
Γ(X − Y,F ) is surjective. But this is true, since F is flasque.

e To compute the cohomology of F we choose at the beginning an injective
resolution I i for F . The functor −|U preserves injectives so we can use
I i|U as an injective resolution to calculate the cohomology on U of F |U .
Now injective sheaves are flasque by Lemma III.2.4 so for each i we have
an exact sequence

0→ ΓY (X,I )→ Γ(X,I )→ Γ(U,I |U )→ 0

since Γ(U,I |U ) = I (U). Now the long exact sequence is a consequence
of the snake lemma.

f We use the espace étale of Exercse II.1.13 to show that there is an iso-
morphism of functors ΓY (X,−) → ΓY (V,−|V ). Given a sheaf F and an
open subset U ⊂ X, using the espace étale we can consider F (U) as a set
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of continuous morphisms U →SpéF . Any section of ΓY (X,F ) takes the
value 0 ∈ Fx ⊂SpéF on any point x not in Y . So since Y ⊂ V , if two
sections of ΓY (X,F ) agree on their restrictions to V , then they agree in
ΓY (X,F ) so ΓY (X,F ) → ΓY (U,F ) is injective. On the other hand, if
we have a section s ∈ ΓY (U,F ) we extend it to a section t in ΓY (X,F )
by sending x 7→ 0 ∈ Fx for any point x ∈ X − V . This defines a function
X →SpéF which is a section but is not necassarily continuous. To see
that it is continuous, consider the restriction to an open cover {Ui} where
for each i, either Ui ⊂ V or Ui ∩ Y = ∅ (or both). Since t came from a
section s, for the i with Ui ⊂ V we have t|Ui = s|Ui and so these are contin-
uous. For the i with Ui∩Y = ∅, we have t|Ui = 0, which is continuous by
definition of the espace étale since these morphisms come from sections of
F (Ui). So the restrictions of t to every element of an open cover of X are
continuous, and therefore t is continuous, hence ΓY (X,F )→ ΓY (V,F |V )
is surjective.

Now as we mentioned in the previous part, if I i is an injective resolution
for F , then I i|V is an injective resolution for F |V and so the isomorphism
ΓY (X,−) ∼= ΓY (V,−|V ) leads to the isomorphism of cohomology groups.

Exercise 2.4. Mayer-Vietoris Sequence. Let Y1, Y2 be two closed subsets of X.
Then there is a long exact sequence of cohomology with supports

· · · → Hi
Y1∩Y2

(X,F )→ Hi
Y1

(X,F )⊕Hi
Y2

(X,F )→ Hi
Y1∪Y2

(X,F )→ Hi+1
Y1∩Y2

→ . . .

Solution. Define Y12 = Y1 ∩ Y2, Y = Y1 ∪ Y2, U12 = X − Y12, Ui = X − Zi,
U = X − Y and consider the diagram

0

��

0

��

0

��
0 // ΓY12(X,I ) //

��

ΓY1(X,I )⊕ ΓY2(X,I ) //

��

ΓY (X,I ) //

��

0

0 // Γ(X,I ) //

��

Γ(X,I )⊕ Γ(X,I ) //

��

Γ(X,I ) //

��

0

0 // Γ(U12,I ) //

��

Γ(U1,I )⊕ Γ(U2,I ) //

��

Γ(U,I ) //

��

0

0 0 0

If the sheaf I is flasque, then the columns are exact. The lower two rows are
exact (the lower one being exact as consequence of I being a sheaf) and so we
can apply the Nine Lemma to find that the top row is exact. So if 0→ F → I •

is an injective resolution of F , then we get an exact sequence of complexes

0→ ΓY12(X,I •)→ ΓY1(X,I •)⊕ ΓY2(X,I •)→ ΓY (X,I •)→ 0
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The Snake Lemma applied to this exact sequence of complexes gives the desired
long exact sequence.

Exercise 2.5. Let X be a Zariski space. Show that for all i, F , we have

Hi
P (X,F ) = Hi

P (XP ,FP )

(see Hartshorne’s statement of the exercise for notation).

Solution. We show a natural isomorphism ΓP (X,G ) ∼= ΓP (XP ,GP ). By defini-
tion, Γ(XP ,GP ) = lim←−U3PG (U) = GP since P ∈ U if and only if U ⊃ XP , so
there is a natural morphism Γ(X,G ) → Γ(XP ,GP ) which induces a morphism
ΓP (X,G ) → ΓP (XP ,GP ). Injectivity: let s and t be two global sections with
support on P . If they get sent to the same element in ΓP (XP ,GP ) then the
germs sP = tP agree. But s and t have support in P so they are identically
zero in every other stalk. Therefore they agree on every stalk and hence, s = t.
Surjectivity: let s ∈ ΓP (XP ,GP ) = GP . Then there is an open neighbourhood
of P and sU ∈ G (U) which represents s. Since s has support in P we can
choose U small enough so that (sU )Q = 0 for every point Q 6= P . Now consider
V = X − P and the zero section in G (U). Since the germ of sU is zero on all
points that aren’t P , we have sU |U∩V = 0 and so sU and 0 glue together to give
a global section with support in P . So the map is surjective.

Exercise 2.6. Let X be a noetherian topological space, and let {Iα}α∈A be a
direct system of injective sheaves of abelian groups on X. Then lim−→Iα is also
injective.

Solution. For an open subset U ⊂ X we define ZU = i!ZU where ZU is the
constant sheaf associated to the group Z and i : U → X is the inclusion.

Step 1. First we show that a sheaf I is injective if and only if for every
open set U ⊆ X, and subsheaf R ⊆ ZU , and every map f : R → I , there is an
extension of f to a map of ZU → I .

0 // R //

  BBBBBBBB ZU

���
�
�

I

The direction (⇒) follows from the definition of an injective object. For the
direction (⇐) we adapt the proof from the proof of Baer’s Criterion (Theorem
2.3.1) in Weibel. Let F ⊂ G be an injective morphism of sheaves, and suppose
we have a morphism φ : F → I . Consider the poset of extensions of φ to a
subsheaf F ′ of G containing F , where the order is α ≤ α′ if α′ extends α. By
Zorn’s lemma this poset has a maximal element ψ : F ′ → I and so we just
need to show that F ′ = G .

F
� � //

!!BBBBBBBB F ′
� � //

��

G

I
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Suppose that there is an open set U and a section s ∈ G (U) that is not in
F ′(U). This defines a morphism ZU → G and the inclusion F ′ → G defines a
subsheaf R ⊆ ZU . Let F ′′ be the subsheaf of G generated by F ′ and s. Then
we can extend ψ to F ′′ and so F ′ = G . Hence I is injective.

Step 2. Secondly, we show that any such subsheaf R ⊆ ZU is finitely gen-
erated. Let U =

∐
Ui be a decomposition of U into its connected components

Ui. Since X is noetherian, the ascending chain U1 ⊂ U1 ∪ U2 ⊂ . . . stabilizes
(Exercise I.1.7(a)), say at n. So U is a finite union of connected open subsets.
For each i we have subgroups R(Ui) ⊂ ZU (Ui) = Z, say that these are generated
by si ∈ ZU (Ui). Then these finitely many si generate R.

Step 3. Let si ∈ R(Ui) be generating elements of R where i = 0, . . . , n.
For any map R → lim−→Iα, the image of si is represented by some ti ∈ Iαi(Ui)
for some αi. Due to the system being direct, there is an index β so that the
image of si can be represented by t′i ∈ Iβ(Ui). Hence, the morphism factors as
R → Iβ → lim−→Iα. Now use the first part. For every open subset U ⊆ X, and
subsheaf R ⊆ ZU , and map f : R → lim−→Iα the map f factors through some
fβ : R → Iβ . Since Iβ is injective, fβ extends to a map ZU → Iβ and so we
get an extension ZU → Iβ → lim−→Iα of f . Hence, by Step 1, lim−→Iα is injective.

Exercise 2.7. Let S1 be the circle (with its usual topology), and let Z be the
constant sheaf Z.

a Show that H1(S1,Z) ∼= Z, using sheaf cohomology.

b Now let R be the sheaf of germs of continuous real-valued functions on
S1. Show that H1(S1,R) = 0.

3 Cohomology of a Noetherian Affine Scheme

Exercise 3.1. Show that a noetherian scheme X is affine if and only if Xred

is affine.

Solution. If X is affine then Xred = Spec(A/N) where A = Γ(X,OX) and N is
the nilradical of A.

Conversely, suppose that Xred is affine. We want to show that X is affine by
using Theorem 3.7 and induction on the dimension of X. If X has dimension
0 then affineness follows from the noetherian hypothesis since it must have
finitely many points and each of these is contained in an affine neighbourhood.
So suppose that result is true for noetherian schemes of dimension < n, and that
dimX = n. Let N be the sheaf of nilpotents on X and consider a coherent
sheaf F . For every integer i we have a short exact sequence

0→ N d+1 ·F → N d ·F → Gd → 0

where Gd is the appropriate quotient. This short exact sequence gives rise to a
long exact sequence in cohomology:

· · · → H0(X,Gd)→ H1(X,N d+1 ·F )→ H1(X,N d ·F )→ H1(X,Gd)→ . . .
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Since X is noetherian, there is some m for which N d = 0 for all d ≥ m, so if we
can show that H1(X,Gd) is zero for each d, then the statement H1(X,F ) = 0
will follow by induction and the long exact sequence above.

So the sheaf Gd = N d ·F/N d+1 ·F on X. Recall that Xred has the same
underlying topological space as X, but with sheaf of rings OXred = OX/N . So
Gd is also a sheaf of OXred-modules. Since cohomology is defined as cohomology
of sheaves of abelian groups we have H1(X,Gd) = H1(Xred,Gd) and so it follows
from Theorem 3.7 that H1(X,Gd) = 0.

Exercise 3.2. Let X be a reduced noetherian scheme. Show that X is affine if
and only if each irreducible component is affine.

Solution. If X is affine then every closed subscheme is affine (Exercise II.3.11(b))
and so every irreducible component is affine.

Conversely, suppose that each irreducible component is affine. Let Y1, Y2

be two closed subschemes of X and consider the coherent sheaves of ideals
IY1 ,IY1∪Y2 . We have an exact sequence

0→ IY1∪Y2 → IY1 → F → 0

and it can be seen (reduced to the affine case) that F = i∗IY1∩Y2 where i : Y2 →
X is the closed imbedding. Let Y = Y1 be an arbitrary closed subscheme. If
Z = Y2 is one of the irreducible components, it is affine and so H1(X, i∗IY ∩Z) =
H1(Z,IY ∩Z) = 0. Hence, from the long exact sequence associated to the
cohomology of the short exact sequence above, we see that H1(X,IY ∪Z) →
H1(X,IY ) is surjective.

Now let Z1, . . . , Zn be the irreducible components of X. By induction we see
that H1(X,IY ∪Z1∪···∪Zn)→ H1(X,IY ) is surjectve. But Y ∪Z1∪· · ·∪Zn = X
and IX = 0 since X is reduced. Hence, H1(X,IY ) is zero and so it follows
from Theorem III.3.7 that X is affine.

Exercise 3.3. Let A be a noetherian ring and let a be an ideal of A.

a Show that Γa(·) is a left-exact functor from the category of A-modules to
itself.

b Now let X = SpecA, Y = V (a). Show that for any A-module M ,

Hi
a(M) = Hi

Y (X, M̃)

c For any i, show that Γa(Hi
a(M)) = Hi

a(M).

Solution. a Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of
A-modules. Since Γa(N) ⊂ N for any A-module, we know that

0→ Γa(M ′)→ Γa(M)→ Γa(M ′′)

is exact on the left, and the composition of the two rightmost morphisms
is zero. So the only thing to show is that if m is in the kernel of Γa(M)→
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Γa(M ′′), then it is in the image of Γa(M ′) → Γa(M). By exactness of
the original short exact sequence we know that there is a unique n ∈ M ′
which gets sent to m. Since m ∈ Γa(M) there is some i for which aim = 0.
But M ′ →M is injective, and so ain = 0 and so n ∈ Γa(M ′).

b Let 0 → M → I• be an injective resolution for M in the category of A-
modules. Then we have an exact sequence of sheaves 0→ M̃ → Ĩ• on X.
Each Ĩi is flasque by (3.4) so we can use this resolution of M̃ to calculate
Hi
Y (X, M̃) (Exercise III.2.3(c) and Proposition III.1.2A). The only thing

left to show is that Γa(·) = ΓY (X, ·̃).
Consider m ∈ Γa(M) for some arbitrary A-module M . Then by definition
there is some n for which anm = 0. Let p be a point of X not contained in
Y . So p doesn’t contain a and there is some a ∈ a which is not in p. Then
an is also not in p. Since anm = 0 we see that anm = 0 and so m = 0 in
the localized module Mp. Hence, m is a global section of M̃ with support
in Y = V (a).

Conversely, let m be a global section of M̃ with support in Y = V (a).
So Supp m ⊆ V (a). By Exercise II.5.6(a) we have Supp m = V (Ann m)
and so

√
Ann m ⊇

√
a (Lemma II.2.1(c)). Since A is noetherian, a is

finitely generated, say a = (f1, . . . , fn). For each i, there is ni such that
fnii ∈

√
Ann m, and so there is some ji such that fnijii ∈ Ann m. Set

N =
∏
niji so that fNi ∈ Ann m for all i. Then, there is some N ′(= nN)

such that
∑n
i=1 ki ≥ N ′ ⇒ ki ≥ N for some i where ki ≥ 0. So every

element of aN
′

is a sum of elements which are divisible by fNi for some i.
Hence, aN

′ ⊆ Ann m, so m ∈ Γa(M).

c By definition we know that Γa(Hi
a(M)) ⊆ Hi

a(M). Consider m ∈ Hi
a(M).

So we have taken an injective resolution 0 → M → I• of M , we have

· · · → Γa(Ii−1) di→ Γa(Ii) di+1

→ Γa(Ii+1) → . . . and m is an element of
ker di+1

im di . In particular, it is represented by an element of ker di+1 ⊂ Γa(Ii)
and so there is some n for which anm = 0. Hence Hi

a(M) ⊆ Γa(Hi
a(M)).

Exercise 3.4. a Assume that A is noetherian, Show that if depthaM ≥ 1,
then Γa(M) = 0, and the converse is true if M is finitely generated.

b Show inductively, for M finitely generated, that for any n ≥ 0, the follow-
ing conditions are equivalent:

(a) depthaM ≥ n;

(b) Hi
a(M) = 0 for all i < n.

For the converse to part (a) we use some Commutative Algebra results that
can be found in Section 3.1 of Eisenbud’s “Commutative Algebra”.

Solution. a If depthaM ≥ 1 then there is some x ∈ a which is not a zero
divisor of M . Let m ∈ Γa(M). Then there is some n for which anm = 0,
and so xnm = 0. But x is not a zero divisor and so m = 0.
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Conversely, suppose that M is finitely generated and that Γa(M) = 0. So
for any (nonzero) m ∈M and n ≥ 0 there is an x ∈ an such that xm 6= 0.
This means that a 6⊆ p for any associated prime p of M (i.e. primes p
such that p = Ann(m) for some m ∈ M). So a 6⊆ ∪p∈Ass(M)p [Eisenbud,
Lemma 3.3, Theorem 3.1(a)]. The latter set is the set of zero divisors of
M (including zero) [Eisenbud, Theorem 3.1(b)] and so we find that there
is an element x ∈ a that is not a zero divisor in M . Hence depthaM ≥ 1.

b

Exercise 3.5. Let X be a noetherian scheme, and let P be a closed point of X.
Show that the following conditions are equivalent:

a depth OP ≥ 2;

b If U is any open neighbourhood of P , then every section of OX over U −P
extends uniquely to a section of OX over U .

Solution. First note that we can assume U is affine, since given a point P and
an open subscheme containing it, there is an open affine subscheme V of U
containing P , and a section of OX(U) is the same as giving a section of OX(V )
and a section of OX(U − P ) which agree on V − P since OX is a sheaf. So
suppose that U = X = SpecA is an affine noetherian scheme.

Secondly, note that we have the long exact sequence of Exercise III.2.3(e):

· · · → H0
P (X,OX)→ H0(U,OX)→ H0(U − P,OX)→ H1

P (X,OX)→ . . .

So the second statement in the problem is equivalent to showing thatHi
P (X,OX) =

0 for i = 0, 1. By Exercise III.3.3 this is the same as showing that Hi
p(A) = 0

for i = 0, 1 where p is the prime ideal of A corresponding to the point P . Fur-
thermore, by Exercise III.3.4(b) this is the same as showing that depthpA ≥ 2
since A noetherian implies that A is finitely generated.

So we have reduced the problem to showing that depthpA ≥ 2 if and only
if depthAp ≥ 2. If depthpA ≥ 2 then there are x1, x2 ∈ p such that x1 is
not a zero divisor of A and x2 is not a zero divisor of A/x2. We can consider
the xi as elements of Ap and so we get a regular sequence of length 2 of Ap.
Conversely, if depthAp ≥ 2 then there is a regular sequence x1

s1
, x2
s2
∈ pAp of Ap

where x1, x2 ∈ p and s1, s2 ∈ A\p. It can be seen that x1, x2 is then a regular
sequence for A and so depthpA ≥ 2.

Exercise 3.6. Let X be a noetherian scheme.

a Show that the sheaf G constructed in the proof of (3.6) is an injective object
in the category Qco(X) of quasi-coherent sheaves on X. Thus Qco(X) has
enough injectives.

b Show that any injective object of Qco(X) is flasque.

c Conclude that one can compute cohomology as the derived functors of
Γ(X, ·), considered as a functor from Qco(X) to Ab.
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Solution. a Recall that the sheaf G is constructed as follows. Cover X with
a finite number of open affines Ui = SpecAi, and let F |Ui = M̃i. Embed
Mi in an injective Ai-module Ii. For each i let fi : Ui → X be the
inclusion, and let G = ⊕fi∗(Ĩi). Now suppose we have an inclusion of
quasi-coherent sheaves 0→ F ′ → F and a morphism F ′ → G . We want
to show that this lifts to a morphism F → G .

First notice that for each i, a morphism F ′ → fi∗Ĩi corresponds to a
morphism F ′|Ui → Ĩi which lifts to F |Ui → Ĩi (since Ii is injective), and
this corresponds to a morphism F → fi∗Ĩi. So each fi∗Ĩi is injective.
Now notice that a direct sum ⊕ni=1G

′
i of arbitrary injective objects G ′i is

injective, since a morphism to ⊕ni=1G
′
i is the same as an n-tuple of one

morphism into each G′i. Hence, G is injective, since it is a direct sum of
injectives.

b By definition,the derived functors are calculated using injective resolu-
tions. We have seen that the cohomology of a sheaf of abelian groups as it
was defined in the text can be calculated using flasque resolutions. Hence,
the derived functors of Γ(X, ·) are the same as the cohomology groups
Hi(X,−).

Exercise 3.7. Let A be a noetherian ring, let X = SpecA, let a ⊆ A be an
ideal, and let U ⊆ X be the open set X − V (a).

a For any A-module M , establish the following formula of Deligne:

Γ(U, M̃) ∼= lim−→n homA(an,M),

b Apply this in the case of an injective A-module I, to give another proof of
(3.4).

Remark. A more general version of this is proved using a similar method in
EGA I 6.9.17.

Solution. a First we define a morphism lim−→n homA(a,M)→ Γ(U, M̃). Since
A is noetherian, a is finitely generated, say a = (f1, . . . , fn). Furthermore,
the basic opens D(fi) form a cover of U . This means that every section
of Γ(U, M̃) can be written as an element of ⊕Mfi , and conversely, every
element of ⊕Mfi which is in the kernel of ⊕Mfi → ⊕Mfifj defines a
section of Γ(U, M̃). So given a morphism φ : ar → M define a section by(
φ(fr1 )
fr1

, . . . ,
φ(frn)
frn

)
. It can be checked fairly readily that this tuple actually

does define a section (since frj φ(fri )− fri φ(frj ) = φ(fri f
r
j )− φ(fri f

r
j ) = 0)

and furthermore, two representatives φ : ar → M and φ′ : ar
′ → M of

the same element of lim−→n homA(ar,M) give rise to the same section (since
φ(fr+si )

fr+si

= fsφ(fri )
fsi f

r
i

= φ(fri )
fri

). So we have a well-defined morphism

lim−→n homA(ar,M)→ Γ(U, M̃)
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This morphism is injective: if an element represented by φ : ar →M gets
sent to zero, then φ(fri )

fri
= 0 ∈ Mfi for each i and so fsii φ(fri ) = 0 ∈ M

for some si. Since there are finitely many fi choose some s > si so that
we have fsi φ(fri ) = 0 ∈ M for all i. We then consider R big enough so
that aR is generated by fs+ri (for example, R > n(s+ r)) and the induced
morphism φ : aR →M is consequently zero, since φ(fs+ri ) = fsi φ(fri ) = 0.

Now to see that the morphism is surjective. Choose a section f ∈ Γ(U, M̃).
As already mentioned, this section gives rise to a tuple (m1

f
r1
1
, . . . , mn

frnn
). By

replacing mi
f
ri
i

with f
r−ri
i mi
fri

where r = max ri we can assume that all
the ri are the same. Since the tuple (m1

f
r1
1
, . . . , mn

frnn
) came from a section

f ∈ Γ(U, M̃), for each i, j we have (fifj)sij (fimj−fjmi) = 0 ∈M for some
sij . Again, we can choose s big enough so that we can assume sij = s
for all i, j. Now define m′i = fsimi. So we have (fr+si f − m′i)|D(fj) =
(fr+si

mj
frj
−fsimi) = 1

frj
(fr+si mj−fsi frjmi) = 1

fr+sj

(fifj)s(fri mj−frjmi) =

0. The point of this is that since the D(fj) cover U , and we have (fr+si f−
m′i)|D(fj) = 0 for each j, we now have the relation

fr+si f = m′i

on U for each i.

Now choose R big enough so that aR is generated by the fr+si (for ex-
ample R > n(r + s)) and define a morphism φ : aR → M by send-
ing

∑
aif

r+s
i to (

∑
aim

′
i)|U (note that ai ∈ A are global sections of

Γ(X,OX)). We need to check that this is a well defined homorphism. Sup-
pose that

∑
aif

r+s
i = 0. Then we need (

∑
aim

′
i)|U to be zero also. But

we have (
∑
aim

′
i)|U =

∑
(aifr+si f) = (

∑
aif

r+s
i )f = 0 and so we really

do have a well defined morphism. Moreover, the image of the morphism
φ in Γ(U, M̃) is ( m′1

fr+s1
, . . . ,

m′n
fr+sn

) = ( f
s
1m1

fr+s1
, . . . ,

fsnmn

fr+sn
) = (m1

fr1
, . . . , mnfrn

) = f ,

the section we started with. So we have lifted f ∈ Γ(U, M̃) to an element
of lim−→n homA(a,M) and consequently, the morphism lim−→n homA(a,M)→
Γ(U, M̃) is surjective.

b Suppose I is an injective A-module. We want to show that for any two
open subsets V ⊆ U , the restriction morphism Γ(U, Ĩ) → Γ(V, Ĩ) is sur-
jective. Using Deligne’s formula, we can write the restriction as

lim−→n homA(an, I)→ lim−→n homA(b, I)

where a and b are the (radical) ideals of the closed complements of U and
V respectively. Since V ⊆ U , we have V (b) ⊇ V (a) and since we assumed
a and b to be radical this implies b ⊆ a. The point is that this is an
inclusion of A-modules, and so given a representative φ : bn → I is an
element of lim−→n homA(b, I), the fact that I is injective implies that there is
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a lifting to an → I Since 0→ bn → an is an exact sequence of A-modules.
Hence, the restriction homomorphism is surjective and so Ĩ is flasque.

Exercise 3.8. Let A = k[x0, x1, x2, . . . ] with the relations xn0xn = 0 for n =
1, 2, . . . . Let I be an injective A-module containing A. Show that I → Ix0 is
not surjective.

Solution. Suppose that I → Ix0 is surjective. Then there is some m ∈ I which
gets sent to 1

x0
. That is, xn0 (x0m− 1) = 0 in I for some n. Multiplying by xn+1

and using the relation xn+1x
n+1
0 = 0 gives xn0xn+1 = 0 in A. But this is not

true, and so we have a contradiction. Hence I → Ix0 is not surjective.

4 Čech Cohomology

Exercise 4.1. Let f : X → Y be an affine morphism of noetherian separated
schemes. Show that for any quasi-coherent sheaf F on X, there are natural
isomorphisms for all i ≥ 0

Hi(X,F ) ∼= Hi(Y, f∗F )

Solution. Let {Vi} be an open affine cover of Y . Since f is an affine morphism
the set of preimages {Ui = f−1Vi} form an open affine cover of X. Further-
more, since X and Y are separated, the intersections Vi0,...,ip and Ui0,...,ip =
f−1Vi0,...,ip are also affine. Let Ui0,...,ip = SpecAi0,...,ip and Vi0,...,ip = SpecBi0,...,ip .
As F is quasi-coherent its restrictions to each Ui0,...,ip are of the form F |Ui0,...,ip ∼=
M̃i0,...,ip where Mi0,...,ip is an Ai0,...,ip -module. Proposition II.5.2(d) says that
f∗F |Vi0,...,ip = (Bi0,...,ipMi0,...,ip)∼.

Now consider the appropriate Čech complexes. In degree p we have

Cp(U,F ) =
∏

i0<···<ip

Mi0,...,ip and Cp(V, f∗F ) =
∏

i0<···<ip
Bi0,...,ip

Mi0,...,ip

As complexes of abelian groups, these are identical and so their cohomology
groups are the same. Since we can use Čech complexes of affine covers to
compute the cohomology of quasi-coherent sheaves (Theorem III.4.5) we find
the natural isomorphisms required.

Exercise 4.2. Prove Chevalley’s theorem: Let f : X → Y be a finite surjective
morphism of noetherian separated schemes, with X affine. Then Y is affine.

a Let f : X → Y be a finite surjective morphism of integral noetherian
schemes. Show that there is a coherent sheaf M on X, and a morphism
of sheaves α : OrY → f∗M for some r > 0, such that α is an isomrophism
at the generic point of Y .

b For any coherent sheaf F on Y , show that there is a coherent sheaf G
on X, and a morphism β : f∗G → F r which is an isomorphism at the
generic point of Y .

12



c Now prove Chevalley’s theorem. First use Exercise III.3.1 and Exercise
III.3.2 to reduce to the case X and Y integral. Then use Theorem 3.7,
Exercise 4.1, consider kerβ and cokerβ, and use noetherian induction on
Y .

Solution. a If we apply H om(·,F ) to α we get a morphism H om(f∗M ,F )→
H om(OrY ,F ) which is an isomorphism at the generic point (to see this
consider an affine neighbourhood of the generic point). We have an isomor-
phism H om(OrY ,F ) ∼= F and by Exercise II.5.17, since H om(f∗M ,F )
is a quasi-coherent f∗OX -module, there is a quasi-coherent OX -module G
such that H om(f∗M ,F ) ∼= f∗G .

b The morphism f : X → Y induces a morphism fred : Xred → Yred which
is still surjective (since the underlying topological spaces are the same)
and still finite (since if a B-algebra A is finitely generated as a B-module
then Bred is finitely generated as a Ared-module). Exercise III.3.1 says
that Yred is affine if and only if Y is and so we can assume that X and Y
are reduced.

Now for each connected component Y ′ of Y , the induced morphism f−1Y ′ →
Y ′ is still surjective, and finite because the other three morphisms in the
commutative square

f−1Y ′ //

��

Y ′

��
X // Y

are finite (closed immersions are finite). Since it is surjective, we can con-
sider an irreducible component X ′ of f−1Y ′ that contains a point in the
preimage of the generic point of Y ′. The induced morphism X ′ → Y ′ is
finite, since it is a composition of finite morphisms X ′ → f−1Y ′ → Y ′

(closed immersions are finite). Now since X is affine, each irreducible
component is (since a closed subscheme of an affine scheme is affine (Ex-
ercise II.3.11(b)) and Exercise III.3.2 says that Y is affine if and only if
each irreducible component is. So we can assume X and Y irreducible.

So we can assume X, Y integral. Now we use Theorem III.3.7 to show
that Y is affine. The goal is to show that for any coherent sheaf of ideals
I we have H1(Y,I ) = 0. So let I be a coherent sheaf of ideals on
Y . Then by part (b) we have a coherent sheaf G on X and a morphism
β : f∗G → I r which is an isomorphism at the generic point. This gives
an exact sequence 0→ kerβ → f∗G → I r → cokerβ → 0 which we break
up into to short exact sequences

0→ kerβ → f∗G → imβ → 0 0→ imβ → I r → cokerβ → 0

which give rise to long exact sequences on cohomology. SinceHi(Y, f∗G ) =
Hi(X,G ) (Exercise III.4.1) and X is affine, we have Hi(Y, f∗G ) = 0 for
all i > 0 (Theorem III.3.7) and so Hi(Y, imβ) ∼= Hi+1(Y, kerβ) for i > 0.
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On the other hand, since β is an isomorphism at the generic point, both
kerβ and cokerβ are zero at the generic point, and therefore have support
in some closed subscheme, necassarily of smaller dimension than Y . That
is, we have kerβ = i∗i

∗ kerβ where i : Z → X is the closed immersion
of the support and similarly for cokerβ. By the inductive hyopothesis
and Exercise III.4.1, we then have that Hi(Y, kerβ) = Hi(X, i∗ kerβ) =
0 for i > 0 and similarly, for cokerβ. Putting this together with the
isomorphism Hi(Y, imβ) ∼= Hi+1(Y, kerβ) described above, we see that
Hi(Y, imβ) = 0 for i > 0 as well and so putting these into the long
exact sequence associated to the short exact sequence 0→ imβ → I r →
cokerβ → 0 we obtain finally Hi(Y,I r) = Hi(Y,I )r = 0 for i > 0.
Hence, Y is affine by Theorem III.3.7.

Exercise 4.3. Let X = A2
k = Spec k[x, y], and let U = X − {(0, 0)}. Using a

suitable cover of U by open affine subsets, show that H1(U,OU ) is isomorphic
to the k-vector space spanned by {xiyj |i, j < 0}. In particular, it is infinite
dimensional.

Solution. Take the open cover {Ux = Spec k[x, y, x−1], Uy = Spec k[x, y, y−1]}.
The intersection is Uxy = Ux ∩ Uy = Spec k[x, y, x−1, y−1] and so the Čech
complex of this cover is

0→ k[x, y, x−1]⊕ k[x, y, y−1]→ k[x, y, x−1, y−1]→ 0→ . . .

The first cohomology group of this complex is k[x, y, x−1, y−1] over the image of
the boundary morphism. This image consists of all polynomials which are linear
combinations of monomials xiyj where at least one of i or j are not negative.
Hence, the first cohomology group consists of linear combinations of monomials
xiyj with i, j < 0.

Exercise 4.4. a Let U = {Ui}i∈I be an open covering of the topological
space X. If V is a refinement of U (that is, a covering V = {Vj}j∈J
together with a map λ : J → I of index sets, such that for each j ∈
J , Vj ⊆ Uλ(j)), show that there is a natural induced map on the Čech
cohomology, for any abelian sheaf F , and for each i,

λi : Ȟi(U,F )→ Ȟi(V,F )

b For any abelian sheaf Fon X, show that the natural maps (4.4) for each
covering Ȟi(U,F )→ Hi(X,F ) are compatible with the refinement maps
above.

c Now prove the following theorem. Let X be a topological space, F a sheaf
of abelian groups. Then the natural map

lim−→UȞ
i(U,F )→ H1(X,F )

is an isomorphism.
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Solution. For each p ≥ 0 and each tuple (j0, . . . , jp) ∈ Jp+1 we have a morphism
induced by the restriction morphisms F (Uλ(j0)...λ(jp)) → F (Vj0...jp) which in-
duces a morphism Cp(U,F )→ Cp(V,F ). Since

(λi+1dα)j0...jp+1 = (dα)λ(j0)...λ(jp+1)|Vj0...jp+1

=
p+1∑
k=0

(−1)kαλ(j0)...λ(ĵk)...λ(jp+1)
|Uλ(j0)...λ(jp+1)

∣∣∣∣
Vj0...jp+1

=
p+1∑
k=0

(−1)kαλ(j0)...λ(ĵk)...λ(jp+1)
|
Vj0...jp+1

=
p+1∑
k=0

(−1)kαλ(j0)...λ(ĵk)...λ(jp+1)
|Vj0...ĵk...jp+1

|Vj0...jp+1

=
p+1∑
k=0

(−1)k(λiα)j0...ĵk...jp+1
|Vj0...jp+1

= (dλiα)j0...jp+1

we have commutative squares

Cp(U,F ) d //

λi

��

Cp+1(U,F )

λi+1

��
Cp(V,F ) d // Cp+1(V,F )

and so we have a morphism of the Čech complexes C•(U,F ) → C•(V,F )
induced by the restriction morphisms and λ. This induces a morphism on the
Čech cohomology.

The maps Ȟi(U,F ) → Hi(X,F ) come from choosing an injective resolu-
tion 0 → F → I • of chain complexes and obtaining a map of chain com-
plexes C•(U,F ) → I • unique up to homotopy. Our maps λi : Ȟi(U,F ) →
Ȟi(V,F ) from part (a) were induced by maps of chain complexes. Since the
map C•(U,F )→ I • is unique up to homotopy, the map obtained as the com-
position C•(U,F ) → C•(V,F ) → I • is homotopic to C•(U,F ) → I • and
therefore induces the same maps on cohomology. Therefore we have a commu-
tative triangle

Ȟi(U,F ) //
,,

Ȟi(V,F ) // Hi(X,F )

Exercise 4.5. Show that PicX ∼= H1(X,O∗X) for any ringed space (X,OX).

Solution. The map PicX → H1(X,O∗X). Let L be an invertible sheaf on
X. That is, a sheaf that is locally frem of rank one. By definition there is
an open cover {Ui} of X for which we have isomorphisms φi : OUi

∼→ L |Ui .
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Restricting to the pairwise intersections we get isomorphisms φij = φ−1
j ◦ φi :

OUij → L |Uij → OUij and on the triple intersections Uijk the restriction of
these isomorphisms satisfy the cocycle condition φjk ◦ φij = φik where φii is
the identity. Each of the isomorphisms φij is determined by an element αij ∈
OX(Uij) (the image of the identity) which is a unit by consequence of the φij ’s
being isomorphisms. The cocycle condition amounts to the relation αijαjk =
αik and αii = 1. So the elements {αij} determine an element of C1({Ui},O∗X)
which is a cocycle as a consequence of the cocycle conditions, as

(dα)ijk = αjkα
−1
ik αij = 1

So we have defined a map, of sets at least, from PicX to H1(X,O∗X) via the
morphisms Ȟi(U,O∗X)→ Hi(X,O∗X).

Independance with respect to the φi. If we have chosen different isomorphisms
φ′i : OUi

∼→ L |Ui then we obtain isomorphisms ψi = φ−1
i ◦φ′i : OUi

∼→ OUi which
correspond to elements γi ∈ OX(Ui)∗ (the image of the identity global section)
as above. if α′ = {α′ij} is the cocycle associated with the isomorphisms φ′i
then we have the relations α−1

ij α
′
ij = γ−1

j γi by the commutivity of the following
diagram:

OUij
φ′i //

ψi

��

L |Ui
φ′−1
j // OUij

ψj

��
OUij

φi // L |Ui
φ−1
j // OUij

Hence, α−1α′ is a coboundary and so α and α′ determine the same element in
Ȟ1(U,O∗X).

Compatibility with restriction (independence with respect to the cover). If L ,
U are as above and if (V, λ) is a refinement of U as in Exercise III.4.4, then by
restricting a choice of isomorphism φi for U, we get isomorphisms for V for which
the corresponding cocycle β = {βk`} in C1(V,O∗X) is precisely the image of the
cocycle α = {αij} obtained from the φi under the morphism C1(U,O∗X) →
C1(V,O∗X) described in Exercise III.4.4(a). So via Exercise III.4.4(b) we see
that the image of L in H1(X,O∗X) is independent of the cover chosen.

Compatibilty with the group structure. If we have two invertible sheaves L
and M then choose a cover U = {Ui} on which both sheaves are trivial. Then
L ⊗M is trivial on this cover as well, and we can take the isomorphisms
φi : OUi ∼= L ⊗M |Ui to be φi,L ⊗φi,L where φi,L and φi,L are isomorphisms
for L and M respectively. It is now straightforward to see that the cocycle
for L ⊗M and is the product of that for L and that for M , so the map
PicX → H1(X,OX) is actually a group homomorphism.

The map is an isomorphism. To see that the map defined is an isomorphism
we construct an inverse via the isomorphism lim−→UȞ

1(U,F ) → H1(X,F ) dis-
cussed in Exercise III.4.4(c). This isomorphism implies that every element of
H1(X,F ) can be realized as an element of Ȟ1(U,F ) for some cover U. So given
an element of H1(X,O∗X) there is a cover U for which the element is represented
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by a cocycle {αij} ∈ C1(U,O∗X). By virtue of the fact that {αij} is a cocycle,
these αij define isomorphisms OUi |Uij → OUj |Uij which satisfy the necassary
condition for us to be able to glue the OUi together into an invertible sheaf
(Exercise II.1.22). By construction it can be seen that this provides an inverse.

Exercise 4.6. Let (X,OX) be a ringed space, let I be a sheaf of ideals with
I 2 = 0, and let X0 be the ringed space (X,OX/I ). Show that there is an exact
sequence of sheaves of abelian groups on X,

· · · → H1(X,I )→ PicX → PicX0 → H2(X,I )→ . . .

Solution. Checking that the sequence is exact on stalks is fairly straightforward.
As a consequence we have an exact sequence

· · · → H1(X,I )→ H1(X,O∗X)→ H1(X,O∗X0
)→ H2(X,I )→ . . .

and the required exact sequence then follows from Exercise III.4.5 above.

Exercise 4.7. Let X be a subscheme of P2
k defined by a single homogeneous

equation f(x0, x1, x2) = 0 of degree d (without assuming that f is irreducible).
Assume that (1, 0, 0) is not on X. Then show that X can be covered by the two
open affine subsets U = X ∩ {x1 6= 0} and V = X ∩ {x2 6= 0}. Now calculate
the Čech complex

Γ(U,OX)⊕ Γ(V,OX)→ Γ(U ∩ V,OX)

explicitely, and thus show that

dimH0(X,OX) = 1

dimH1(X,OX) =
1
2

(d− 1)(d− 2).

Solution. There is a standard cover of P2 consisting of the opens U0 = {x0 6=
0}, U1 = {x1 6= 0}, U2 = {x2 6= 0} and so {U0 ∩X,U1 ∩X,U2 ∩X} is an open
cover of X. Since closed subschemes of affine schemes are affine, this is an affine
cover. The only point of P2 not in U1 or U2 is (1, 0, 0) and since this is not in
X, the open affine U0 ∩X can be removed from the set and it will still be an
open affine cover.

The Čech complex is then

k[x0
x1
, x2
x1

]
f(x0

x1
, 1, x2

x1
)
⊕

k[x0
x2
, x1
x2

]
f(x0

x2
, x1
x2
, 1)

→
k[x0
x2
, x1
x2
, x2
x1

]
f(x0

x2
, x1
x2
, 1)

(g(
x0

x1
,
x2

x1
), h(

x0

x2
,
x1

x2
)) 7→ g(

x0

x2

x2

x1
,
x2

x1
)− h(

x0

x2
,
x1

x2
)

which is written more legibly as

k[u, v]
f(u, 1, v)

⊕ k[x, y]
f(x, y, 1)

→ k[x, y, y−1]
f(x, y, 1)
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(g(u, v), h(x, y)) 7→ g(xy−1, y−1)− h(x, y)

If (g, h) is in the kernel of this morphism then g − h is in the ideal generated
by f(x, y, 1). So g − h = f ′f for some f ′ ∈ k[x, y, y−1]. Now the assumption
that (1, 0, 0) is not a point implies f(x0, x1, x2) = f̃ +a0x

d
0 for some f̃ and some

nonzero a0. Since scaling by units doesn’t change the variety, we can assume
that a0 = 1. So we have f(x, y, 1) =

∑
0≤i≤d,0≤j≤d aijx

iyj with a0d = 1. The
polynomial f ′ in the expression g−h = f ′f is a linear combination of monomials.
Write it as f ′ = f0 + f1 + f2 where the fk are linear combinations of monomials
xiyj with i ≤ −d− j for f0, with j ≥ 0 for f1, and with j < 0 and i > −d− j for
f2. The point is that f0f is in the image of k[u,v]

f(u,1,v) and f1f is in the image of
k[x,y]
f(x,y,1) and the monomials spanning these images overlap only on the constant
term. So if we can show that f2 is necassarily zero, then we necassarily have
g = f0f +g0 and h = −f1f +h0 where g0 and h0 are constants. So it will imply
that (g, h) represents the same element as one where g and h are constant, and
therefore equal.

To see that f2 is necassarily zero consider a summand of it aijxi, yj with i
maximal and j minimal. Then aijx

i+dyj is a summand of f2f . but f2f is in
the image of the boundary map of the Čech complex so either i + d ≤ −j or
j ≥ 0, both of which contradict our assumptions on f2. Hence, (g, h) represents
the same element as one where g and h are constants, and therefore equal, so
the kernel is (a, a) with a ∈ k and therefore dimH0(X,OX) = 1.

Consider now the cokernel. Each element of the cokernel can be represented
by a polynomial in k[x, y, y−1]. Write it as a linear combination of monomials∑
i≥0,j∈Z aijx

iyj . Any mononial with j ≥ 0 represents zero in the cokernel
as it is the image of (0, xiyj)). Similarly, any monomial with j ≥ i is the
image of (uivj−i, 0). So we can represent an element of the cokernel with a
polynomial

∑
j<0,j<i aijx

iyj . Now the assumption that (1, 0, 0) is not a point
implies f(x0, x1, x2) = f̃ + a0x

d
0 for some f̃ and some nonzero a0. Since scaling

by units doesn’t change the variety, we can assume that a0 = 1. Hence, in
the ring k[x,y,y−1]

f(x,y,1) we have the relation xd = −f̃(x, y, 1) where f̃(x, y, 1) linear
combination of monomials xiyj with 0 ≤ i < d and 0 ≤ j. Coming back to
the cokernel, this means that every element of the cokernel can be represented
by a polynomial of the form

∑
aijx

iyj where 1 ≤ i < d and −i < j < 0. So
dimH1(X,OX) ≤ 1

2 (d−1)(d−2). To show that equality holds we need to show
that polynomials of this form don’t represent zero elements of the cokernel.
Clearly, they are not in the image of the boundary map, by the argument
already given, so we just need to show that they are not in the ideal generated
by f(x, y, 1). But since f(x, y, 1) = xd + f̃(x, y, 1) if they were, there would be
a fact or of x with power ≥ d. So we have equality.

Exercise 4.8. Cohomological Dimension. Let X be a noetherian separated
scheme.

a In the definition of cd(X) show that it is sufficient to consider only coher-
ent sheaves on X.
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b If X is quasi-projective over a field k, then it is even sufficient to consider
only locally free coherent sheaves on X.

c Suppose X has a covering by r + 1 open affine subsets. Use Čech coho-
mology to show that cd(X) ≤ r.

d If X is a quasi-projective scheme of dimension r over a field k, then X
can be covered by r + 1 open affine subsets. Conclude (independently of
(2.7)) that cd(X) ≤ dimX.

e Let Y be a set theoretic complete intersection of codimension r in X = Pnk .
Show that cd(X − Y ) ≤ r − 1.

Solution. a Suppose that Hi(X,F ) = 0 for all i > n and all coherent
sheaves F . If F is a quasi-coherent sheaf then it is the union of its
coherent subsheaves (Exercise II.5.15(a)), that is, F = lim−→Fα where Fα

are the coherent subsheaves. Then by Proposition 2.9 for i > n we have
Hi(X,F ) = Hi(X, lim−→Fα) ∼= lim−→H

i(X,Fα) = lim−→0 = 0.

b By Proposition II.5.18 every coherent sheaf F can be written as a quotient
of a finite rank locally free sheaf E so we have a short exact sequence
0→ G → E → F → 0 which gives rise to an exact sequence

· · · → Hi(X,E )→ Hi(X,F )→ Hi+1(X,G )→ Hi+1(X,E )→ . . .

So if Hi(X,E ) for all locally free sheaves E and all i > n then Hi(X,F ) ∼=
Hi+1(X,G ) for all i > n. Grothendieck’s Theorem says that Hi(X,G ) = 0
for i > dimX so by induction, Hi(X,F ) = 0 for i > n.

c Since X is separated, we can use the Čech cohomology of an affine cover
to calculate the cohomology of X. If there are only r + 1 elements in the
cover U then for p > r there are no p-tuples of indicies (i0, . . . , ip) with
i0 < · · · < ip and so Cp(U,F ) = 0 and hence Hi(X,F ) = 0 for p > r and
therefore cd(X) ≤ r.

d By definition if Y is a set-theoretic complete intersection of codimension
r then it is the intersection of r hypersurfaces. The complement of each of
these hypersurfaces is an affine variety (Proposition II.2.5) and so these r
complements form an affine cover of X − Y which is separated by virtue
of it being projective (Theorem 4.9). So it follows from part (c) of this
exercise that cd(X − Y ) ≤ r − 1.

Exercise 4.9. Let X = Spec k[x1, x2, x3, x4] be affine four-space over a field k,
Let Y1 be the plane x1 = x2 = 0 and let Y2 be the plane x3 = x4 = 0. Show
that Y = Y1 ∪ Y2 is not a set-theoretic complete intersection in X. Therefore
the projective closure Y in P4

k is also not a set-theoretic complete intersection.

Solution. If Y is a set theoretic complete intersection then cd(X − Y ) ≤ 1 (the
same proof as for Exercise III.4.8(e) works). So to show that Y is not a complete
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intersection then we just need to show that H2(X − Y,F ) for some quasi-
coherent sheaf F . Consider OX . We have the exact sequence from Exercise
III.2.3:

· · · → H2(X,OX)→ H2(X − Y,OX)→ H3
Y (X,OX)→ H3(X,OX)→ . . . (1)

Since X is affine, we have Hi(X,OX) for i > 0 and so H2(X − Y,OX) →
H3
Y (X,OX) is an isomorphism. So our task is reduced to showing thatH3

Y (X,OX) 6=
0. Now consider the following exact sequence from Exercise III.2.4:

. . . H3
P (X,OX)→ H3

Y1
(X,OX)⊕H3

Y2
(X,OX)

→ H3
Y (X,OX)→ H4

P (X,OX)→ H4
Y1

(X,OX)⊕H4
Y2

(X,OX)→ . . .

(2)

Using a similar exact sequence to 1 we see that Hi
Yj

(X,OX) ∼= Hi−1(X−Yj ,OX)
for i = 3, 4 and the later is zero since X − Yj is covered by the two open affines
x2j−1 6= 0 and x2j 6= 0, and so the Čech complex is zero in these degrees
(Exercise III.4.8(c)). Hence we have an isomorphismH3

Y (X,OX) ∼→ H4
P (X,OX)

and so we want to show that H4
P (X,OX) 6= 0.

Consider the exact sequence:

· · · → H3(X,OX)→ H3(X − P,OX)→ H4
P (X,OX)→ H4(X,OX)→ . . . (3)

Since X is affine, we have Hi(X,OX) for i > 0 and so H3(X − P,OX) →
H4
P (X,OX) is an isomorphism. Now we can calculate H3(X−P,OX) explicitely

using the Čech complex of the cover U consisting of the Ui with xi 6= 0. We have
C4(U,OX) = 0 because there are four elements in the cover, so the cohomology
group in question is the cokernel of C2(U,OX) → C3(U,OX). This morphism
is

4⊕
i=1

Ai → k[x1, x2, x3, x4, x
−1
1 , x−1

2 , x−1
3 , x−1

4 ]

where Ai is k[x1, x2, x3, x4] with xj inverted for all i 6= j. The image of this
morphism is spanned by all the monomials xi11 x

i2
2 x

i3
3 x

i4
4 such that at least one

ij is not negative. So the cokernel (and hence the cohomology) is spanned by
monomials xi11 x

i2
2 x

i3
3 x

i4
4 with all ij < 0. In particular, it is not zero.

SoH3(X−P,OX) 6= 0 and thereforeH4
P (X,OX) 6= 0 by 3 and soH3

Y (X,OX) 6=
0 by 2 and therefore H2(X − Y,OX) 6= 0 by 1. Hence, cd(X − Y ) > 1 and so Y
is not a set theoretic complete intersection.

Now if Y was a set theoretic complete intersection then we could restrict the
two relavlent hypersurfaces to A4 and find that Y is a set theoretic complete
intersection. But we have just proven that Y isn’t, and so therefore, Y isn’t
either.

Exercise 4.10. Let X be a nonsingular variety over an algebraically closed
field k, and let F be a coherent sheaf on X. Show that there is a one-to-one
correspondence between the set of infinitesimal extensions of X by F up to
isomorphism, and the group H1(X,F ⊗ T ), where T is the tangent sheaf of
X.
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Exercise 4.11. Let X be a topological space, F a sheaf of abelian groups, and
U = {Ui} an open cover. Assume for any finite intersection V = Ui0 ∩ · · · ∩Uip
of open sets of the covering, and for any k > 0 that Hk(V,F |V ) = 0. Then
prove that for all p ≥ 0, the natural maps

Ȟp(U,F )→ Hp(X,F )

of (4.4) are isomorphisms. Show also that one can recover (4.5) as a corollary
of this more generaly result.

Solution. Let 0→ F → I • be an injective resolution of F . Consider the dou-
ble complex Ep,q0 =

∏
i0<···<ip I p(Ui0,...,iq ). There are two spectral sequences

associated to this double complex, one coming from the filtration of the total
complex by columns and the other by rows.

Since for any open subset U and any i the sheaf I i|U is injective as a
sheaf of abelian groups on U , the restriction 0 → F |U → I •|U is an injective

resolution of F |U . So the “horizontal” cohomology groups Ep,q1

def
= Hp(E•,q0 ) of

this complex calculate the cohomology of F |U . By assumption, we then have

Ep,q1 =
{
Cq(F ,U) if p = 0
0 otherwise

The “vertical” differentials E0,q
0 → E0,q+1

0 induce the usual differentials on the
complex Cq(F ,U) and so the “vertical” cohomology groups of E1 are

Ep,q2

def
= Hq(Ep,•1 ) =

{
Ȟq(F ,U) if p = 0
0 otherwise

Now suppose we start with the vertical differentials first. So we define ′Ep,q1

def
=

Hq(Ep,•0 ). These calculate the Čech cohology of the sheaves I p. Since the I
are flasque (Lemma III.2.4), their Čech cohomology vanishes in nonzero degree
and so we have

′Ep,q1 =
{

Γ(X,I p) if q = 0
0 otherwise

As above, the horizontal differentials induce the usual morphisms on the complex
Γ(X,I •) and so we have

′Ep,q2

def
= Hp(′E•1 , q) =

{
Hq(X,F ) if q = 0
0 otherwise

So the cohomology of the total complex is isomorphic to both H•(X,F ) and
Ȟ•(U,F ), hence, they are isomorphic.

5 The Cohomology of Projective Space

Exercise 5.1. Let X be a projective scheme over a field k, and let F be a
coherent sheaf on X. if

0→ F ′
φ→ F

ψ→ F ′′ → 0
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is a short exact sequence of coherent sheaves on X, show that χ(F ) = χ(F ′) +
χ(F ′′).

Solution. Consder the long exact sequence of cohomology

· · · δ
i−1

→ Hi(X,F ′)
φi→ Hi(X,F )

ψi→ Hi(X,F ′′) δi→ Hi+1(X,F ′)→ . . .

Since it is exact, we have (for example) dimHi(X,F ) = dim ker δi+dim kerψi.
Now noting that Hi(X,−) is zero for i > dimX = n (Grothendieck’s Theorem)
we can write

χ(F ) =
n∑
i=0

(−1)i dimHi(X,F )

=
n∑
i=0

(−1)i(dim ker δi + dim kerψi)

=
n∑
i=0

(−1)i
(

dim ker δi + dim kerψi + dim kerφi − dim kerφi
)

=
n∑
i=0

(−1)i(dim kerφi + dim kerψi)

+
n∑
i=0

(−1)i(dim ker δi − dim kerφi)

=
n∑
i=0

(−1)i(dim kerφi + dim kerψi)

+
n∑
i=0

(−1)i(dim ker δi + dim kerφi+1)

− dim kerφn+1 − dim kerφ0

=
n∑
i=0

(−1)i dimHi(X,F ′) +
n∑
i=0

(−1)i dimHi(X,F ′′)− 0− 0

= χ(F ′) + χ(F ′′)

We have that dim kerφn+1 is zero from Grothendiecks Theorem (sinceHn+1(X,−) =
0) and dim kerφ0 is zero since φ0 : Γ(X,F ′)→ Γ(X,F ) is injective.

Exercise 5.2. a Let X be a projective scheme over a field k, let OX(1)
be a very ample invertible sheaf on X over k, and let F be a coherent
sheaf on X. Show that there is a polynomial P (z) ∈ Q[z], such that
χ(F (n)) = P (n) for all n ∈ Z.

b Now let X = Prk, and let M = Γ∗(F ), considered as a graded S =
k[x0, . . . , xr]-module. Use (5.2) to show that the Hilbert polynomial of F
just defined is the same as the Hilbert polynomial of M defined in (Chapter
I, Section 7).
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Solution. a

b As a consequence of Theorem III.5.2(b), for each n ≥ n0 (where n0 is the
one from the statement of the theorem that depends on F ) and i > 0
we have Hi(X,F (n)) = 0 and so χ(F (n)) = dimH0(X,F (n)). That is,
P (n) = dimMn, which is exactly the definition of the Hilbert function for
M . Since this equality holds for n � 0, and P (z) and PM (z) are both
polynomials, it follows that P (z) = PM (z).

Exercise 5.3. Arithmetic Genus.

a If X is integral, and k algebrically closed, show that H0(X,OX) ∼= k, so
that

pa(X) =
r−1∑
i=0

(−1)i dimkH
r−i(X,OX)

In particular, we have

pa(X) = dimkH
1(X,OX)

b If X is a closed subvariety of Prk, show that this pa(X) coincides with the
one defined in (I, Ex 7.2), which apparently depended on the projective
embedding.

c If X is a nonsingular projective curve over an algebraically closed field
k, show that pa(X) is in fact a birational invariant. Conclude that a
nonsingular plane curve of degree d ≥ 3 is not rational.

Solution. a As X is integral, it is isomorphic to a variety (Proposition
II.4.10). So we can use Theorem I.3.4(a) to see that H0(X,OX) = k.
The desired result then follows from the definitions.

Exercise 5.4. a Let X be a projective scheme over a field k, and let OX(1)
be a very amply invertible sheaf on X. Show that there is a unique additive
homomorphism

P : K(X)→ Q[z]

such that for each coherent sheaf F on X, P (γ(F )) is the Hilbert poly-
nomial of F .

b Now let X = Prk. For each i = 0, . . . , r, let Li be a linear space of dimen-
sion i in X. Then show that

(a) K(X) is the free abelian group generated by {γ(OLi)|i = 0, . . . , r},
and

(b) the map P : K(X)→ Q[z] is injective.
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Solution. a Since we have a map defined from the set of coherent sheaves
(the free generators of K(X)) to Q[z] we just need to show that the map
is compatible with the relations. That is, for every short exact sequence
of coherent sheaves 0 → F ′ → F → F ′′ → 0 we want to show that
P (γ(F )) = P (γ(F ′)) + P (γ(F ′′)). This follows immediately from the
definition of the Hilbert polynomial and Exercise III.5.1.

b First suppose that (a) is indeed true and consider P (γ(OLi)). We have
OLi = i∗OPi for an appropriate linear embedding i : Pi → Pr. We know
the Hilbert polynomial of OPi from the explicite calculations of Theorem
5.1 to be

(
i+z
i

)
. So an element

∑
aiγ(OLi) of K(X) gets sent to the

polynomial
∑
ai
(
i+z
i

)
. If this is zero then by induction on the highest

nonzero coefficient we see that each ai is zero and so (b) is true.

Now having seen that (a) ⇒ (b) we prove (a) and (b) together. The case
r = 0 is trivially true so suppose that (a) and (b) are true for Pr−1. By
Exercise II.6.10 we have an exact sequence

K(Pr−1)→ K(Pr)→ K(Pr − Pr−1)→ 0

where the first map is extension by zero. Suppose at the beginning we
choose Li such that Li ⊆ Lr−1 for all i < r. The map P clearly factors
through the first map of the exact sequence and so since the composition
K(Pr−1) → K(Pr) → Q[z] is injective, we see that K(Pr−1) → K(Pr) is
injective. So K(Pr) has a subgroup Zr with basis OLi for i = 0, . . . , r −
1 and this subgroup is the kernel of the surjective morphism K(Pr) →
K(Pr − Pr−1). The scheme Pr − Pr−1 is isomorphic to Ar and since
k[x1, . . . , xn] is a principle ideal domain K(Ar) = Z generated by γ(OAr ),
which is in the image of γ(OPr ) (see the proof of Exercise II.6.10). So
K(Pr) is an extension of Z by Zr. Since Z is projective, Ext1(Z,Z) = 0
and so there are no nontrivial extensions and therefore, K(Pr) = Zr+1,
generated by γ(OLi) for i = 0, . . . , r. We have already seen that (a) implies
(b) and so (a) and (b) are both true for Pr, completing the induction step.

Exercise 5.5. Let k be a field, let X = Prk, and let Y be a closed subscheme of
dimension q ≥ 1, which is a complete intersection. Then:

a for all n ∈ Z, the natural map

H0(X,OX(n))→ H0(Y,OY (n))

is surjective.

b Y is connected;

c Hi(Y,OY (n)) = 0 for 0 < i < q and all n ∈ Z;

d pa(Y ) = dimkH
q(Y,OY ).

Solution. a
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b We know from Theore III.5.1 that H0(X,OX) ∼= k and from Theorem 5.2
that H0(Y,OY ) is a finitely generated k-algebra. From part (a) of this
exercise, H0(X,OX)→ H0(Y,OY ) is surjective and so H0(Y,OY ) ∼= k. If
Y were to have more than one connected component then Γ(Y,OY ) would
have zero divisors. This is not the case and so Y is connected.

Exercise 5.6.

Exercise 5.7. Let X (resp. Y ) be proper schemes over a noetherian ring A.
We denote by L an invertible sheaf.

a If L is ample on X, and Y is any closed subscheme of X, then i∗L is
ample on Y , where i : Y → X is the inclusion.

b L is ample on X if and only if Lred = L ⊗OXred is ample on Xred.

c Suppose X is reduced. Then L is ample on X if and only if L ⊗OXi is
ample on Xi, for each irreducible component Xi of X.

d Let f : X → Y be a finite surjective morphism, and let L be an invertible
sheaf on Y . Then L is ample on Y if and only if f∗L is ample on X.

Solution. a Let F be a coherent sheaf on Y . Then by Proposition III.5.3
there is some n0 such that for each n > n0 we have Hi(X, i∗F ⊗L n) = 0
for i > 0. Using the projection formula (Exercise II.5.1(d)) and Lemma
III.2.10 we have Hi(X, i∗F ⊗L n) = Hi(X, i∗(F ⊗ i∗L n)) = Hi(Y,F ⊗
i∗L n). Since F was arbitrary, it follows now from Proposition III.5.3
that i∗L is ample.

b Let i : Xred → X be the canonical closed immersion. Then we have
L ⊗ OXred = i∗L and so if L is ample, the ampleness of i∗L follows
from part (a) of this exercise. Conversely, suppose that i∗L is ample.
We use a similar strategy to Exercise III.3.1. We have a finite descending
sequence

F ⊇ N ·F ⊇ N 2 ·F ⊇ · · · ⊇ 0

where N is the sheaf of nilpotents on X (finite since X is proper, and
therefore finite type, over a noetherian base). At each d and n we have a
short exact sequence 0→ N d+1·F⊗L n → N d·F⊗L n → Gd⊗L n → 0.
giving rise to long exact sequences

· · · → Hi(X,Gd⊗L n)→ Hi+1(X,N d+1·F⊗L n)→ Hi+1(X,N d·F⊗L n)→ Hi+1(X,Gd⊗L n)→ . . .

So if we can show that Hi(X,Gd ⊗L n) = 0 for all i and all n > n0 for
some n0, then it will follow by induction on d that Hi(X,F ⊗L n) = 0
for all n > n0 and i > 0.

Since i∗L is ample, and Gd are coherent sheaves on Xred, by Proposition
III.5.3 and the finiteness of the filtration, there is some n0 such that for
all n > n0 and i > 0 we have Hi(Xred, i

∗L n ⊗ Gd) = 0. Since the Gd
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are already OXred-modules, cohomology is defined via sheaves of abelian
groups, and the fact that X and Xred share the same underlying topolog-
ical space, we have Hi(X,L n ⊗ Gd) = Hi(Xred, i

∗L n ⊗ Gd) = 0 for all
n > n0 and i > 0. Via the above mentioned long exact sequences, this
shows that Hi(X,F ⊗L n) = 0 for all n > n0 and i > 1, and that there
is a sequence of surjections

· · · → H1(X,N d+1 ·F ⊗L n)→ H1(X,N d ·F ⊗L n)→ . . .

Since N d = 0 for some d big enough, this is enough to show also that
H1(X,F ⊗L n) = 0 for all n > n0. Hence, it follows from Proposition
III.5.3 that L is ample.

Exercise 5.8.

Exercise 5.9.

Exercise 5.10. Let X be a projective scheme over a noetherian ring A, and let
F 1 → F 2 → . . .F r be an exact sequence of coherent sheaves on X. Show that
there is an integer n0 such that for all n ≥ n0, the sequence of global sections

Γ(X,F 1(n))→ Γ(X,F 2(n))→ · · · → Γ(X,F r(n))

is exact.

Solution. Proof by induction. In the case r < 3 there is nothing to prove. In
the case r = 3, we have a short exact sequence 0→ F 1 → F 2 → F 3 → 0. By
Proposition III.5.2 there is an integer n0 for F 1 such that for each i > 0 and
each n ≥ n0, Hi(X,F 1(n)) = 0. So considering the long exact sequence

0→ Γ(X,F 1(n))→ Γ(X,F 2(n))→ Γ(X,F 3(n))→ H1(X,F 1(n))→ . . .

we see that for n > n0 the sequence 0 → Γ(X,F 1(n)) → Γ(X,F 2(n)) →
Γ(X,F 3(n))→ 0 is exact.

Now suppose the result is true for r− 1. Given an exact sequence of sheaves
0→ F 1 → · · · → Fn−2 f→ Fn−1 → Fn → 0 we obtain two exact sequences

0→ F 1 → · · · → Fn−2 f→ coker f → 0

0→ coker f → Fn−1 → Fn → 0

Choose n0 bigger than the two n0 provided for both of these exact sequences
by the induction hypothesis. Then for each n > n0 we have exact sequences

0→ Γ(X,F 1(n))→ · · · → Γ(X,Fn−2(n))
f→ Γ(X, coker f(n))→ 0

0→ Γ(X, coker f(n))→ Γ(X,Fn−1(n))→ Γ(X,Fn(n))→ 0

which we can stick back together to get a long exact sequence

0→ Γ(X,F 1(n))→ · · · → Γ(X,Fn−2(n))→ Γ(X,Fn−1(n))→ Γ(X,Fn(n))→ 0
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6 Ext Groups and Sheaves

Exercise 6.1. Show that there is a one-to-one correspondence between isomor-
phism classes of extensions of F ′′ by F ′, and element of the group Ext1(F ′′,F ′).

Solution. In Hartshorne’s statement of the exercise we are given a map E =
{extensions of F ′′ by F ′} → Ext1(F ′′,F ′); we construct an inverse. Let

0→ F ′ → I → G → 0 (4)

be an embedding of into an injective sheaf and G the cokernel. From this
short exact sequence we get a long exact sequence and from this, a surjection
hom(F ′′,G )→ Ext1(F ′′,F ′)→ 0 since Ext1(F ′′,I ) = 0 as a consequence of
I being injective. So we can lift our element of Ext1(F ′′,F ′) to a morphism in
hom(F ′′,G ). We then define F = I ×G F ′′ (pullbacks exist in Mod(X) since
kernels and products do, and in fact are defined component wise in the sense
that (I ×G F ′′)(U) = I (U)×G (U) F ′′(U)). The two morphisms F ′ → I and

F ′
0→ F ′′ define a morphism F ′ → I ×G F ′′ and so we get a sequence

0→ F ′ → F → F ′′ → 0 (5)

which turns out to be exact (it is exact even as a sequence of presheaves; this
is straight forward to check since F = I ×G F ′′ is defined component-wise).
So now we have two morphisms of sets E � Ext1(F ′′,F ′) and we just need to
check that they are actually inverses to each other.

Suppose we start with an element of Ext1(F ′′,F ′), construct an extension
as above, and then look at what element of Ext1(F ′′,F ′) this gives us. There
is a morphism from sequence 5 to sequence 4 and therefore a morphism between
the long exact sequences obtained through Exti(F ′′,−). One square in this is

. . . // hom(F ′′,F ′′) //

��

Ext1(F ′′,F ′) //

��

. . .

. . . // hom(F ′′,G ) // Ext1(F ′′,F ′) // . . .

The image of the identity morphism F ′′
id→ F ′′ in Ext1(F ′′,F ′) is what we

are concerned with. Following F ′′
id→ F ′′ down and to the right gives us back

the element of Ext1(F ′′,F ′) that we started with. Since the right vertical
morphism is the identity, this shows that the composition Ext1(F ′′,F ′) →
E → Ext1(F ′′,F ′) is the identity.

Now we will show that Ext1(F ′,F ′) → E is surjective, and this together
with Ext1(F ′′,F ′) → E → Ext1(F ′′,F ′) being the identity shows that the
two maps in question are inverses to each other. Embed F ′ in an injective
I and let G be the cokernel so that we have an exact sequence 0 → F ′ →
I → G → 0. Then by construction, every short exact sequence in the image
of Ext1(F ′,F ′) → E is of the form 0 → F ′ → I ×ψ,G ,φ F ′′ → F ′′ → 0 for
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some morphism φ : F ′′ → G . So given a short exact sequence 0→ F ′ → F →
F ′′ → 0 we have to show it is of this form. Since I is injective and F ′ → F
injective, the identity F ′ = F ′ lifts to a morphism F → I , and then since
hom(−,G ) is right exact we get a commutative diagram

0 // F ′ //

id��

F //

��

F ′′ //

φ��

0

0 // F ′ // I
ψ // G // 0

So we have a sequence 0→ F → F ′′ ⊕I
φ−ψ→ G and if this sequence is exact,

then F ∼= F ′′ ×G I and so we are done. Consider the stalks at a point x,
so we obtain diagrams of Ox-modules. In the world of modules, we can chase
elements around diagrams, and in this way prove that for every morphism of
short exact sequences

0 // A // B //

��

C //

f��

0

0 // A // B′
g // C ′ // 0

results in an isomorphism B ∼= B′ ×g,C′,f C. So for every point x, the sequence

0 → Fx → F ′′x ⊕ Ix
φx−ψx→ Gx is exact. This implies that it is an exact

sequence of sheaves. So we have our isomomorphism F ∼= F ′′ ×G I and
therefore 0→ F ′ → F → F ′′ → 0 is in the image of Ext1(F ′,F ′)→ E.

Exercise 6.2. Let X = P1
k with k an infinite field.

a Show that there does not exist a projective object P ∈Mod(X), together
with a surjective map P → OX → 0.

b Show that there does not exist a projective object P in either Qco(X) or
Coh(X) together with a surjection P → OX → 0.

Solution. a Suppose that we have such a projective object, with such a
surjection. Let x ∈ U be a point in U and let V ⊂ U be a neighbourhood
of x strictly smaller than U , so U 6= V , and consider the surjection OV →
k(x) → 0 where OV = j!(OX |V ), j : V → X is the inclusion, and k(x)
is the skyscraper sheaf at x with value the stalk Ox of OX at x. The
composition P → OX → k(x) gives a surjection P → k(x) which then
lifts to P → OV by the assumption that P is projective, so we have a
commutative square

P //

��

OX
��

// 0

OV // k(x) // 0

Evalutating at U , we see that P(U) → k(x) = k(x)(U) factors through
zero since OV (U) = 0, so for every section in P(U) the stalk at x is zero.
Since U and x were arbitrarily chosen, we see that every section in P(U)
for every open U is zero at every point x ∈ U and so P = 0. But this
contradicts the existence of the surjection P → OX .
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b

Exercise 6.3. Let X be a noetherian scheme, and let F ,G ∈Mod(X).

a If F ,G are both coherent, then E xti(F ,G ) is coherent, for all i ≥ 0.

b If F is coherent and G is quasi-coherent, then E xti(F ,G ) is quasi-coherent,
for all i ≥ 0.

Solution. a We immediately reduce to the affine case since by definition
E xti(F ,G ) is coherent if and only if for every open affine subset U =
SpecA of X, the sheaf E xtiX(F ,G )|U = E xtiU (F |U ,G |U ) (Proposition
III.6.2) is coherent and similarly, for F and G . So since X = SpecA is
affine, the sheaves F and G correspond to finitely generated A-modules M
and N . From Exercise III.6.7 we then have E xtiX(M̃, Ñ) = ExtiA(M,N)∼

so we know that E xtiX(M̃, Ñ) is at least quasi-coherent, so we have proven
part (b). Now since M is finitely generated and A is noetherian, we can
construct inductively a resolution ofM by finite rank free A-modules · · · →
An1 → An0 →M → 0. We then have ExtiA(M,N) = hi(homA(An• , N)) =
hi(Nn•). Since N is finitely generated, so are the Nni and consequently,
so are the hi(Nn•) = ExtiA(M,N). Hence, E xtiX(M̃, Ñ) = ExtiA(M,N)∼

is quasi-coherent.

b Was proven in part (a).

Exercise 6.4. Let X be a noetherian scheme, and suppose that every coherent
sheaf on X is a quotient of a locally free sheaf. Then for any G ∈ Mod(X)
show that the δ-functor E xti(·,G ) from Coh(X) to Mod(X) is a contravariant
universal δ-functor.

Remark. We assume the hypothesis “every coherent sheaf on X is a quotient of
a locally free sheaf of finite rank” was intended.
Solution. By Theorem III.1.3A we just need to show that E xti(·,G ) is coef-
faceable. Since every coherent sheaf F is the quotient of a locally free sheaf
of finite rank, L → F → 0, it is enough to show that E xti(L ,G ) = 0 for L
locally free of finite rank. From Proposition III.6.2, to see that E xti(L ,G ) = 0
it is enough to show that E xti(L |U ,G |U ) = 0 for every U in an open cover
of X. Choose a cover such that for each U we have U = SpecA for some A
and L |U ∼= ⊕ni=1OU . Then we must show that E xtiOU (⊕ni=1OU ,G |U ) = 0 for
all i > 0. Take an injective resolution 0 → G |U → I • of G |U . Then we have
E xti(⊕ni=1OU ,G |U ) = hi(H om(⊕ni=1OU ,I •)) = hi(⊕ni=1H om(OU ,I •)) =
⊕ni=1h

i(H om(OU ,I •)) = ⊕ni=1h
i(I •) = 0 for i > 0.

Exercise 6.5. Let X be a noetherian scheme, and assume that Coh(X) has
enough locally frees. Show

a F is locally free if and only if E xt1(F ,G ) = 0 for all G ∈Mod(X);

b hd(F ) ≤ n if and only if E xti(F ,G ) = 0 for all i > n and all G ∈
Mod(X);
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c hd(F ) = supx pdOX Fx.

Remark. Again, we assume the hypothesis “every coherent sheaf on X is a
quotient of a locally free sheaf of finite rank” was intended.

Solution. a If F is locally free of finite rank then by Proposition III.6.5
we have E xti(F ,G ) = 0 for all i > 0 and all G ∈ Mod(X). Con-
versely, suppose that E xt1(F ,G ) = 0 for all i > 0 and all G ∈ Mod(X).
Taking stalks, we have by Proposition III.6.8 that 0 = E xt1(F ,G )x ∼=
Ext1Ox(Fx,Gx) for i > 0. This is a criterion for Fx to be projective, and
finitely generated modules over local rings are projective if and only if
they are free (Proposition 6 at the end of this section). So Fx is free for
each x. Hence, F is locally free (Exercise II.5.7(b)).

b First suppose that hd(F ) ≤ n. Then there exists a locally free resolution
· · · → 0 → En → En−1 → · · · → E0 → F → 0 of F of length n.
We can use this to calculate E xt by Proposition III.6.5 and so we find
that E xti(F ,G ) = 0 for all i > n. We prove the converse by induction
on n. The case n = 0 has the same proof as part (a) of this question.
Consider n > 0 and suppose that E xti(F ,G ) = 0 for all i > n and all
G ∈ Mod(X). Express F as the quotient of a locally free sheaf E and
consider the resulting short exact sequence 0→ F ′ → E → F → 0. This
gives rise to a long exact sequence

· · · → E xtn(E ,G )→ E xtn(F ′,G )→ E xtn+1(F ,G )→ E xtn+1(E ,G )→ . . .

Since E is locally free and n > 0 part (a) of this exercise tells use that the
two outer groups vanish and so we have an isomorphism E xtn(F ′,G ) ∼=
E xtn+1(F ,G ). By hypothesis E xti(F ,G ) = 0 for all i > n and so we find
that E xti(F ′,G ) = 0 for all i > n− 1 which by the inductive hypothesis
implies that hd F ′ ≤ n − 1. So there is a locally free resolution · · · →
0 → En−1 → · · · → E0 → F ′ → 0 of F ′ of length n − 1. The exact
sequence · · · → 0 → En−1 → · · · → E0 → E → F → 0 where E0 → E is
the composition E0 → F ′ → E then gives us a resolution of length n and
so hd F ≤ n.

c Given a locally free resolution E• → F → 0 of F of length n, taking
stalks gives a free (and hence projective) resolution of length ≤ n of Fx

for each point x, hence hd(F ) ≥ supx pdOx Fx. Suppose equality doesn’t
hold. Then for every point x we have hd(F ) > pdOx Fx. By Propo-
sition III.6.10A this means that Exti(Fx, N) = 0 for all points x, all
i ≥ hd F and all Ox-modules N . Using Proposition III.6.8 this says that
E xti(F ,G )x = 0 for all points x, all i ≥ hd F and all OX -modules G ,
and so E xti(F ,G ) = 0 for all i ≥ hd F and all OX -modules G . By part
(b) of this exercise, this implies that hd(F ) < hd(F ) which is clearly a
contradiction. Hence, the inequality hd(F ) ≥ supx pdOx Fx is actually
an equality.
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Exercise 6.6. Let A be a regular local ring, and let M be a finitely generated
A-module. In this case, strengthen the result (6.10A) as follows.

a M is projective if and only if Exti(M,A) = 0 for all i > 0.

b Use (a) to show that for any n, pdM ≤ n if and only if Exti(M,A) = 0
for all i > n.

Solution. a IfM is projective then Exti(M,A) = 0 for i > 0 since Exti(M,A)
can be defined as the ith left derived functor of hom(−, A). Conversely,
suppose that Exti(M,A) = 0 for all i > 0. Let N be a finitely generated
A-module. Then we have an exact sequence 0→ K → An → N → 0 and
a corresponding long exact sequence

· · · → Exti−1(M,An)︸ ︷︷ ︸
=0

→ Exti−1(M,N)→ Exti(M,K)→ Exti(M,An)︸ ︷︷ ︸
=0

→ . . .

(one of the many ways to see Exti(M,An) = 0 is by considering the
long exact sequence associated to 0 → An−1 → An → A → 0 and using
induction). So if the statement:

(Si) Exti(M,N) = 0 for all finitely generated A-modules N

is true with i > 2 then (Si−1) is also true. The statement (Si) for all
i > dimA is true as a consequence of Proposition III.6.11A and so by
induction we have the verity of (Si) for all i ≥ 1. In particular, consider
the exact sequence 0 → K → An → M → 0 and the corresponding
exact sequence · · · → Ext0(M,An)→ Ext0(M,M)→ Ext1(M,K)→ . . . .
Since Ext1(M,K) is zero, the morphism Ext0(M,An) → Ext0(M,M) is
surjective and so the identity M → M is a composition M → An → M .
In otherwords, M is a direct summand of An. This is one criteria for M
to be projective.

b If pdM ≤ n then we can calculate Exti(M,A) using a projective resolu-
tion of M of length ≤ n which implies that Exti(M,A) = 0 for i > n.
Conversely, suppose that Exti(M,A) = 0 for i > n, and suppose that
Exti(M ′, A) = 0 for i > n− 1 implies that pdM ′ ≤ n− 1. If n = 0 then
we have pdM ≤ 0 by part (a). If not then take a finite set of generators
of M and the associated short exact sequence 0 → N → Ak → M → 0.
This gives a long exact sequence

· · · → Exti−1(Ak, A)→ Exti−1(N,A)→ Exti(M,A)→ Exti(Ak, A)→ . . .

Since Ak is already free, we have Exti(Ak, A) = 0 for all i > 0 and so
Exti−1(N,A) ∼= Exti(M,A) for i > 1. This means that Exti(N,A) for
i > n − 1 and so by the inductive hypothesis pdN ≤ n − 1. So there
exists a projective resolution 0 → Pn−1 → · · · → P0 → N → 0 of length
n− 1 and from this we obtain a projective resolution 0→ Pn−1 → · · · →
P0 → Ak → M → 0 of length n − 1 where P0 → Ak is the composition
P0 → N → Ak. Hence, pdM ≤ n.
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Exercise 6.7. Let X = SpecA be an affine noetherian scheme. Let M,N be
A-modules, with M finitely generated. Then

ExtiX(M̃, Ñ) ∼= ExtiA(M,N)

and
E xtiX(M̃, Ñ) ∼= ExtiA(M,N)∼

Solution. Since M is finitely generated and A noetherian, we can find a reso-
lution of M by finite rank free modules · · · → An1 → An0 → M → 0. The
A-modules ExtiA(M,N) can then be calculated as hi(homA(An• , N)). Now
compare the two functors

ExtiX(M̃, ·̃) hi(homA(An• , ·))

that map A-mod to A-mod. Since (·)∼ is an exact equivalence between A-
mod and Qco(X) the functor ExtiX(M̃, ·̃) is a derived functor and therefore
automatically a universaly δ-functor (Corollary III.1.4). Since homA(An, ·) ∼=
(·)n is exact for finite n, the functors hi(homA(An• , ·)) are also a δ-functor (use
the Snake Lemma). Since A-mod has enough injectives, and homA(·, I) is exact
for any injective I, the functors hi(homA(An• , ·)) are effaceable for i > 0 and
therefore form a universal δ-functor. Now Ext0X(M̃, Ñ) ∼= homA(M,N) and
h0(homA(An• , N) = homA(M,N). So the two sequences of functors are the
isomorphic.

Now consider E xtiX(M̃, Ñ) and ExtiA(M,N)∼. We use the same resolu-
tion · · · → An1 → An0 → M → 0 and get a finite rank free resolution of M̃
which can be used to calculate E xt by Proposition III.6.5 as E xti(M̃, M̃) ∼=
hi(H om(Ãn• , Ñ)). Now since M is finitely generated and A noetherian, we
have homA(M,N)∼ ∼= H om(M̃, Ñ). 1 Hence we have

E xti(M̃, M̃) ∼= hi(H om(Ãn• , Ñ)) ∼= hi(homA(An• , N)∼)
∼= hi(homA(An• , N))∼ = ExtiA(M,N)∼

Exercise 6.8. Prove the following theorem of Kleiman: if X is a noetherian,
integral, separated, locally factorial scheme, then every coherent sheaf on X is
a quotient of a locally free sheaf (of finite rank).

a First show that open sets of the form Xs for various s ∈ Γ(X,L ), and
various invertible sheaves L on X, form a base for the topology of X.

b Now use (II, 5.14) to show that any coherent sheaf is a quotient of a direct
sum

⊕
L ni
i for various invertible sheaves Li and various integers ni.

1This doesn’t hold in general. Consider the values of these two sheaves on a basic open
D(f). On the left we have (homA(M, N))f and on the rights homAf (Mf , Nf ). There is a

clear morphism (homA(M, N))f → homAf (Mf , Nf ) but in general this morphism is neither

injective nor surjective (consider the ring ⊕∞i=1k[x, y]/(xi) with M = N = ⊕∞i=1k[x]/(xi)
localized at f = x). If M is finitely generated though, the morphism is an isomorphism. It is
also natural with respect to inclusions of basic open affines, and so the sheaves are isomorphic.

32



Solution. a We show that given a closed point x ∈ X and an open neigh-
bourhood U of x, there is an L and s such that x ∈ Xs ⊆ U . Let
Z = X−U and Z = ∪ni=1Zi be the decomposition of Z into its irreducible
components. If the statement is true for each Ui = X − Zi then we can
take the global section s = s1 ⊗ · · · ⊗ sn of L1 ⊗ · · · ⊗Ln. Then we have
(s1⊗· · ·⊗sn)y 6∈ myLy if and only if (si)y 6∈ myLy for all i. So Xs = ∩Xsi

and so x ∈ Xs ⊆ ∩Ui = U . So we can assume that Z is irreducible. There-
fore it is a prime Weil divisor and by Proposition II.6.11 corresponds to
a Cartier Divisor D. That is, a global section of K ∗/O∗. This is repre-
sented by a (finite) cover {Ui} and for each Ui an element fi ∈ K such
that fi/fj ∈ O∗X(U). By construction these fi also satisfy: for any codi-
mension one irreducible subscheme Z ′ we have fi ∈ mZ′OX,Z′ if and only
if Z ′ = Z. We then have Proposition II.6.13 which gives us an invertible
sheaf L (D), constructed as the sub-OX -module of K ∗ generated locally
by f−1

i . The local sections fif−1
i ∈ Γ(Ui,L (D)) then glue together to

give a global section s ∈ Γ(X,L (D)) such that under the isomorphisms
Γ(Ui,L (D)) ∼= Γ(Ui,OX) defined by ff−1

i ↔ f we have s|Ui ↔ fi and so
Xs = U . Hence we have found L , s such that x ∈ Xs ⊆ U .

b Let F be a coherent sheaf on X. Then there is a cover by open affines
Ui = SpecAi, such that on Ui, we have F |Ui ∼= M̃i for some finitely
generated Ai-module Mi. This means that FUi is generated by finitely
many sections mij ∈ Mi = Γ(Ui,F |Ui). Now take a refinement of this
cover consisting of open set of the form Xsik ⊆ Ui for some sik ∈ Γ(X,Lik)
and some Lik. Then each mij is a section of Γ(Xsik ,F ) and so by Lemma
II.5.14 there is some nij such that snijik mij extends to a global section of
L nik ⊗ F . This global section defines a morphism OX → L nik ⊗ F
and tensoring with L −nik we obtain a morphism L −nikik → F . Take the
direct sum of these morphisms

⊕
L −nikik → F . On the open set Xsik the

section mij is in the image of the morphism L −nik → F and so since the
mij generate F locally, the morphism

⊕
L −nikik → F is surjective.

Exercise 6.9. Let X be a noetherian, integral, separated, regular scheme.
Show that the natural group homomorphism ε : Kvec(X) → Kcoh(X) from the
Grothendieck group of the category of locally free finite rank sheaves, to the
Grothendieck group of the category of coherent sheaves is an isomorphism as
follows.

a Given a coherent sheaf F , use (Ex. 6.8) to show that it has a locally free
resolution E• → F → 0. Then use (6.11A) and (Ex. 6.5) to show that it
has a finite locally free resolution

0→ En → · · · → E1 → E0 → F → 0

b For each F , choose a finite locally free resolution E• → F → 0, and
let δ(F ) =

∑
(−1)iγ(Ei) in Kvec(X). Show that δ(F ) is independent

of the resolution chosen, that it defines a homomorphism of Kcoh(X) to
Kvec(X), and finally, that it is an inverse to ε.
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Solution. a By Exercise III.6.8 every coherent sheaf is a quotient of a locally
free sheaf of finite rank (regular implies locally factorial; this is a hard
theorem [Matsumura Theorem 48, page 142]), and so Coh(X) has enough
locally frees. Hence, we can define the homological dimension of F and
by Exercise III.6.5(c) we have hd F = supx pdOx Fx. Since X is regular,
each Ox is regular and so by Proposition III.6.11A we have pd Fx ≤
dimOX,x ≤ dimX. Hence hd F = supx pdOx Fx ≤ dimX and so there
exists a finite locally free finite rank resolution of F .

b

Remark. This proof mimicks that found in [Borel, Serre - Théorème de
Riemann-Roch].

Lemma 1. Suppose we have a diagram 0 ← F ← F ′′ → F ′ → 0 in the
category of coherent sheaves. Then there is a commutative square with E
locally free and all morphisms surjective

E //

��

F ′′

��
F ′ // F

Proof. Let G be the kernel of the canonical morphism F ′ ⊕ F ′′ → F .
Since F ′ → F and F ′′ → F are both surjective, the same is true of the
compositions with projections G → F ′⊕F ′′ → F ′ and G → F ′⊕F ′′ →
F ′′. So the two morphisms G → F ′ and G → F ′′ are surjective. Then
we express G as the quotient of a locally free sheaf E → G and take the
compositions E → G → F ′ ⊕ F ′′ → F ′ and E → G → F ′ ⊕ F ′′ →
F ′′.

Lemma 2. Suppose we have the commutative exact diagram of solid arrows
in the category of coherent sheaves with E ,E ′ locally free. Then we can find
G ′′ and E ′′ with E ′′ locally free and extend the diagram to a commutative
exact diagram with the dashed arrows.

0 0 0

0 // G ′ //

OO

E ′ //

OO

F ′

OO

// 0

0 // G ′′ //

OO

��

E ′′

OO

��

// F ′′ //

OO

��

0

0 // G //

��

E //

��

F //

��

0

0 0 0

Proof. First we use Lemma 1 above to obtain the comutative square on the
left with E1 locally free, and then again to obtain the commutative square
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in the center with E2 locally free. Note that this gives us the diagram on
the right where all morphism are epimorphisms.

E1
//

��

F ′′

��

E2
//

��

E ′

��

E ′ // F ′

E // F E1
// F ′′ // F ′ E2

c //
a
OO

b ��

F ′′

��

OO

E // F

Then we take expressions for G and G ′ as quotients of locally free sheaves
E3

d→ G and E4
e→ G ′. Now we have a diagram

0 0 0

0 // G ′
h //

OO

E ′ //

OO

F ′

OO

// 0

0 // ker(c)⊕ E3 ⊕ E4
//

a|ker c+0+e

OO

b|ker c+d+0

��

E2 ⊕ E3 ⊕ E4

a+0+he

OO

b+gd+0

��

c+0+0 // F ′′ //

OO

��

0

0 // G
g //

��

E //

��

F //

��

0

0 0 0

which satisfies the requirements.

Corollary 3. For any two locally free resolutions E•
ε→ F → 0 and E ′•

ε′→
F → 0 of a coherent sheaf F there is a third locally free resolution E ′′•

ε′′→
F → 0 together with a commutative diagram where the vertical morphisms
are all surjective.

E ′•
ε′ // F // 0

E ′′•
ε′′ //

OO

��

F // 0

E•
ε // F // 0

Proof. We construct E ′′• inductively. From Lemma 2 we get a diagram

0 // ker ε′ // E ′0
ε′ // F // 0

0 // ker ε′′ //

OO

��

E ′′0
ε′′ //

OO

��

F // 0

0 // ker ε // E0
ε // F // 0
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with surjective vertical morphisms. For the inductive step we use Lemma 2
to get a the diagram

0 // ker d′i // E ′i
d′i // ker d′i−1

// 0

0 // ker d′′i //

OO

��

E ′′i
d′′i //

OO

��

ker di−1
//

OO

��

0

0 // ker d′i // Ei
di // ker d′′i−1

// 0

with surjective vertical morphisms.

Proof of independence of the chosen resolution. Now we have the results
we need to show that the class

∑
(−1)i[Ei] inKvec(X) is independent of the

resolution chosen. Suppose that we have a second resolution E ′• → F → 0
as in Corollary 3. Then we get a third resolution E ′′• → F → 0 which
“dominates” the other two and so we have an exact commutative diagram

0

��

0

��
. . . // G1

//

��

G0
//

��

0 //

��

0

. . . // E ′′1 //

��

E ′′0 //

��

F // 0

. . . // E1
//

��

E0
//

��

F //

��

0

0 0 0

and and analogous one for E ′• (denote the kernels in this analgogous dia-
gram by G ′i instead of Gi). If the Gi are locally free then we get∑

(−1)iEi =
∑

(−1)i(E ′′i − Gi)

=
∑

(−1)iE ′′i −
∑

(−1)iGi

=
∑

(−1)iE ′′i

=
∑

(−1)iE ′′i −
∑

(−1)iG ′i

=
∑

(−1)iE ′i

in Kvec(X) and so we just need to prove:

δ defines a morphism Kcoh(X) → Kvec(X). We must show that formal
sums of coherent sheaves that are zero in Kcoh(X) get sent to zero in
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Kvec(X). For this it is enough to show that for any short exact sequence
0 → F ′ → F → F ′′ → 0 of coherent sheaves, we have δ(F ) = δ(F ′) +
δ(F ′′) in Kvec(X). To show this we will see that there exist resolutions for
F ,F ′,F ′′ that themselves form an exact sequence, so we have an exact
commutative diagram

0 // E ′• //

��

E• //

��

E ′′• //

��

0

0 // F ′ //

��

F //

��

F ′′ //

��

0

0 0 0

As in the proof of Corollary 3 we build the sequences step by step. Each
step uses the following lemma.

Lemma 4. Suppose that 0→ F ′ → F → F ′′ → 0 is an exact sequence of
coherent sheaves. Then there is an exact sequence of locally free sheaves
0 → E ′ → E → E ′′ → 0 together with a surjective morphism to the
original sequence.

Proof. Expressing F ′′ as a quotient of a locally free sheaf E ′′ → F ′′

we obtain E ′′. Now use Lemma 1 to obtain a commutative diagram of
surjective morphisms

G
a //

b

��

E ′′

��
F // F ′′

Express F ′ as a quotient of a locally free sheaf E ′
c→ F ′ and we end up

with a diagram

0 // ker a⊕ E ′

b|ker a+c
��

// G ⊕ E ′
a+0 //

b+dc

��

E ′′

��

// 0

0 // F ′
d // F // F ′′ // 0

with the desired properties.

Now using this lemma and given the ith step of the resolutions, we can
construct the (i+ 1)th step by forming the diagram

0 // E ′i+1

��

// Ei+1
//

��

E ′′i+1

��

// 0

0 // ker d′i // ker di // ker d′′i // 0
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where di : Ei → Ei−1 and similarly for d′i and d′′i . Hence we get a commu-
tative exact diagram

0 // E ′• //

��

E• //

��

E ′′• //

��

0

0 // F ′ //

��

F //

��

F ′′ //

��

0

0 0 0

and so we have δ(F ) =
∑

(−1)i[Ei] =
∑

(−1)i([E ′i ]+[E ′′i ]) =
∑

(−1)i[E ′i ]+∑
(−1)i[E ′′i ] = δ(F ′) + δ(F ′′).

δ provides an inverse to ε. Clearly, if E is a locally free sheaf then we
can take the resolution · · · → 0 → E → E → 0 and so δ(ε(E )) = [E ].
Conversely, for any counded exact sequence 0 → Fn → · · · → F0 → 0
in Coh(X) we have the relation

∑
(−1)i[Fi] in Kcoh(X) and so if E• →

F → 0 is a bounded resolution by locally free sheaves then ε(δ(F )) =
ε(
∑

(−1)i[Ei]) =
∑

(−1)i[Ei] = [F ].

Exercise 6.10. Duality for a Finite Flat Morphism.

a Let f : X → Y be a finite morphism of noetherian schemes. For any quasi-
coherent OY -module G , H omY (f∗OX ,G ) is a quasi-coherent f∗OY -module,
hence corresponds to a quasi-coherent OX-module, which we call f !F .

b Show that for any coherent F on X and any quasi-coherent G on Y , there
is a natural isomorphism

f∗H omX(F , f !G ) ∼→H omY (f∗F ,G )

c For each i ≥ 0, there is a natural map

φi : ExtiX(F , f !G )→ ExtiY (f∗F ,G )

d Now assume that X and Y are separated, Coh(X) has enough locally frees,
and assume that f∗OX is locally free on Y . Show that φi is an isomorphism
for all i, all F coherent on X, and all G quasi-coherent on Y .

7 The Serre Duality Theorem

Exercise 7.1. Let X be an integral projective scheme of dimension ≥ 1 over a
field k, and let L be an ample invertible sheaf on X. Then H0(X,L −1) = 0.

Exercise 7.2. Let f : X → Y be a finite morphism of projective schemes of the
same dimension over a field k, and let ω◦Y be a dualizing sheaf for Y .

a Show that f !ω◦Y is a dualizing sheaf for X.
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b If X and Y are both nonsingular, and k algebraically closed, conclude that
there is a natural trace map t : f∗ωX → ωY .

Exercise 7.3. Let X = Pnk . Show that Hq(X,ΩpX) = 0 for p 6= q, k for p = q,
0 ≤ p, q,≤ n.

Solution. Consider the exact sequence of Theorem 8.13. From Exercise II.5.16(d)
we have a filtration for each r

∧r(O(−1)n+1) = F 0 ⊇ F 1 ⊇ · · · ⊇ F r ⊇ F r+1 = 0

with quotients F p/F p+1 ∼= Ωp ⊗ ∧r−pO. Since ∧r−pO ∼= 0 for r − p 6= 0, 1
and ∧r−pO ∼= O for r − p = 0, 1 we see that F p = F p+1 for p 6= r, r − 1 so
our filtration is ∧r(O(−1)n+1) ⊇ F r ⊇ F r+1 = 0. The quotient F r/F r+1 =
F r is Ωr ⊗ ∧r−rO ∼= Ωr and the quotient F r−1/F r = ∧r(O(−1)n+1)/Ωr is
Ωr−1 ⊗ ∧r−(r−1)O ∼= Ωr−1 so the filtration is actually an exact sequence:

0→ Ωr → ∧r(O(−1)n+1)→ Ωr−1 → 0

Now for any line bundle L on any ringed space we have ∧r(L ⊕m) ∼= (L ⊗r)⊕( rm)

(one way of showing this is to take a trivializing cover, choose a local basis, and
then look at the transition morphisms) and so our exact sequence is

0→ Ωr → O(−r)⊕N → Ωr−1 → 0

for suitable N that we don’t care about. This gives rise to a long exact sequence
on cohomology. Since Hi(X,O(−r)) = 0 for i < n or r < n+1 (Theorem III.5.1)
we have isomorphisms Hi(X,Ωr) ∼= Hi−1(X,Ωr−1) for 1 ≤ i if r < n + 1. If
r ≥ n+ 1 then we still have isomorphisms but only for 1 ≤ i < n.

Now we know that H0(X,Ω0) ∼= H0(X,OX) ∼= k (Theorem III.5.1) and so
using these isomorphisms we see that Hi(X,Ωi) ∼= k for 0 ≤ i ≤ n. Again, using
Theorem III.5.1 we know the cohomology of Ωn ∼= O(−n−1), and in particular,
that Hi(X,Ωn) ∼= 0 for i < n. Using our isomorphisms above, this tells us that
Hi(X,Ωr) = 0 in the region i < r, 0 ≤ r ≤ n. All that remains to show is the
region i > r, 0 ≤ i ≤ n and this follows from Corollary III.7.13.

Exercise 7.4.

8 Higher Direct Images of Sheaves

Exercise 8.1. Let f : X → Y be a continuous map of topological spaces. Let F
be a sheaf of abelian groups on X, and assume that Rif∗(F ) = 0 for all i > 0.
Show that there are natural isomorphisms, for each i ≥ 0,

Hi(X,F ) ∼= Hi(Y, f∗F )

Solution. Take an injective resolution 0 → F → I • of F on X. Then 0 →
f∗F → f∗I • is an injective resolution of f∗F on Y . A priori, this complex is
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not necassarily exact but the hypothesis Rif∗(F ) = 0 for all i > 0 says that
it is infact exact. By definition the cohomology of F is the cohomology of the
complex Γ(X,I •) which is actually the same complex as Γ(Y, f∗I •). Hence,
Hi(X,F ) = Hi(Y, f∗F ).

Exercise 8.2. Let f : X → Y be an affine morphism of schemes, with X
noetherian and let F be a quasi-coherent sheaf on X. Show that the hypothesis
of Exercise III.8.1 are satisfied, and hence that Hi(X,F ) ∼= Hi(Y, f∗F ) for
each i ≥ 0.

Solution. By Proposition III.8.1 we know that Rif∗F is the sheaf associated
to V 7→ Hi(f−1(V ),F |f−1(V )). Since f is affine, f−1(V ) is affine for every
open subscheme V of Y (Exercise II.5.17). Theorem III.3.7 then tells us that
Hi(f−1(V ),F |f−1(V )) = 0 for i > 0. Hence, Rif∗F = 0 for i > 0.

Exercise 8.3. Let f : X → Y be a morphism of ringed spaecs, let F be an
OX-module, and let E be a locally free OY -module of finite rank. Prove the
projection formula

Rif∗(F ⊗ f∗E ) ∼= Rif∗(F )⊗ E

Solution. Let 0→ F → I • be an injective resolution of F . Using the natural
isomorphisms from Exercise II.5.1(d) we get an isomorphism of chain complexes

f∗(I • ⊗ f∗E ) ∼= f∗(I •)⊗ E

Consider the cohomology sheaves of these chain complexes. The pullback f∗E
is locally free and so by Proposition III.6.7 0 → F ⊗ f∗E → I • ⊗ f∗E is an
injective resolution of F ⊗f∗E and so can be used to calculate the right derived
functors of f∗ (tensoring with locally free sheaves is exact: check stalks). So the
cohomology sheaves of f∗(I • ⊗ f∗E ) are Rif∗(F ⊗ f∗E ).

NowRif∗(F ) are the cohomology sheaves of f∗I •. More explicitely, Rif∗(F ) =
coker(f∗I i−1 → ker(f∗I i → f∗I i+1)). As tensoring with a locally free sheaf
is exact, it follows that Rif∗(F )⊗ E are isomorphic to the cohomology sheaves
of f∗(I •)⊗ E .

Hence, the isomorphisms of cohomology sheaves induced by our isomorphism
of complexes above are the desired isomorphisms.

Exercise 8.4. Let Y be a noetherian scheme, and let E be a locally free OY -
module of rank n + 1, n ≥ 1. Let X = P(E ), with the invertible sheaf OX(1)
and the projection morphism π : X → Y .

a Then π∗(O(l)) ∼= Si(E ) for l ≥ 0, π∗(O(l)) = 0 for l < 0; Riπ∗(O(l)) = 0
for 0 < i < n and l ∈ Z; and Rnπ∗(O(l)) = 0 for l > −n− 1.

b Show there is a natural exact sequence

0→ ΩX/Y → (π∗E )(−1)→ O → 0

and conclude that the relative canonical sheaf ωX/Y = ∧nΩX/Y is isomor-
phic to (π∗ ∧n+1 E )(−n − 1). Show furthermore that there is a natural
isomorphism Rnπ∗(ωX/Y ) ∼= OY
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c Now show, for any i ∈ Z, that

Rnπ∗(O(l)) ∼= π∗(O(−l − n− 1))∨ ⊗ (∧n+1E )∨

d Show that pa(X) = (−1)npa(Y ) and pg(X) = 0,

e In particular, if Y is a nonsingular projective curve of genus g, and E
a locally free sheaf of rank 2, then X is a projective surface with pa =
−g, pg = 0, and irregularity g.

Solution. a Let {Ui} be a trivializing cover on X for E such that each Ui
is affine, and consequently the spectrum of a noetherian ring Ai. So we
have E (Ui) ∼= On+1

X for each Ui and hence π−1(Ui) ∼= PnAi . This means
in particular that Hj(π−1Ui,O(l)|π−1Ui) = Hj(PnAi ,O(l)|π−1Ui) which is
zero for 0 < j < n after Theorem III.5.1. As a consequence of this,
Rjπ∗O(l) = 0 for 0 < j < n after Proposition III.8.1. By the same
reasoning, Rnπ∗O(l) = 0 for l > −n − 1 since Hn(PnAi ,O(l)) = 0 for
l > −n− 1.

b Part (b) of Theorem II.7.11 gives us a natural surjection π∗E → O(1).
Consider exact sequence arising from the twist of this by O(−1)

0→ F → (π∗E )(−1)→ O → 0

Let U = SpecA be any open affine subscheme of Y on which E is isomor-
phic to On+1

Y . Then π−1U ∼= PnA and the restriction of this exact sequence
looks like

0→ F |PnA → O(−1)PnA → O|PnA → 0

which is easily recognisable as the exact sequence from Theorem II.8.13.
So we have isomorphisms F |PnA ∼= ΩPnA/U . These isomorphisms are com-
patible with restrictions to smaller affine subsets and so we obtain a global
isomorphism F ∼= ΩX/Y .

The isomorphism ∧nΩX/Y ∼= (π∗ ∧n+1 E )(−n − 1) is a consequence of
Exercise II.5.16. If we then cover X with open subets of the form Ui = PnAi
where SpecAi are opens of Y on which E ∼= On+1

Y (and so π−1U ∼= PnA),
then restricting to these we get isomorphisms ωX/Y |π−1U

∼= Oπ−1U (−n−1)
via the isomorphisms just mentioned. So we have Rnπ∗(ωX/Y )|SpecA

∼=
Rnπ∗(ωX/Y |PnA) ∼= Hn(PnA, ωPnA/A)∼ ∼= A∼ = OSpecA (Corollary III.8.2,
Proposition III.8.5, and Theorem III.5.1). Since these isomorphisms are
all natural, we obtain the desired isomorphism Rnπ∗(ωX/Y ) ∼= OY .

c

d

e There is nothing to show.

41



9 Flat Morphisms

Exercise 9.1. A flat morphism f : X → Y of finite type of noetherian schemes
is open.

Solution. We need to show that for any open subscheme U ⊂ X the image
f(U) is open in Y . Since the induced morphism U → Y is also of finite type
we can restrict to the case when U = X. By Exercise II.3.18 we know that
f(X) is constructible, and so if it is closed under generization, then it will be
open. That is, we need to show that given a generization y′ ∈ Y of a point
y ∈ f(X) there is some point x′ ∈ X whose image is y′. let SpecB be an
open affine neighbourhood of y. The scheme SpecB also contains y′, and the
induced morphism f−1 SpecB → SpecB is still a flat morphism of finite type
of noetherian schemes. Let x be a point whose image is y, and let SpecA
be an open affine neighbourhood of y. By Proposition III.9.1A(d) A is a flat
B-module.

So now we have a homomorphism φ : B → A of noetherian rings where A
is a finitely generated B-algebra and flat as a B-module. We have two primes
p′ ⊂ p of B, a prime q of A such that φ−1q = p and we are looking for a prime
q′ ⊂ q such that φ−1a′ = p′. This is a commutative algebra result that can be
found in Matsumara.

Exercise 9.2. Do the calculation of (9.8.4) for the curve of (I, Ex. 3.14). Show
that you get an embedded point at the cusp of the plane cubic curve.

Solution. The curve has parametric coordinates (x, y, z, w) = (t3, t2u, tu2, u3)
and projection is from the point (0, 0, 1, 0). That is, we are considering the
family of curves (t3, t2u, atu2, u3) projecting to the projective plane z = 0. We
are interested in what happens at the cusp (0, 0, 0, 1) of the projected curve so
we only need to consider the affine space w 6= 0.

Xa has the parametric equations x = t3

y = t2

z = at

To get the ideal I ⊆ k[a, x, y, z] of the total family X extended over all of A1 we
eliminate t from the parametric equations, and make sure a is not a zero divisor
in k[a, x, y, z]/I, so that X will be flat. We find

I = (y3 − x2, z2 − a2y, z3 − a3x, zy − ax, zx− ay2)

Setting a = 0 we obtain the ideal I0 ⊆ k[x, y, z] of X0 which is

I0 = (y3 − x2, z2, zx, zy)

So X0 has support equal to the curve x2 = y3 in Spec k[x, y]. Now at points
where p with x 6∈ p we have z ∈ p since xz = 0 ∈ p and so these local rings are
reduced. At the prime p = (x, y) however, z is not zero and so Ap has a nonzero
nilpotent element.
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Exercise 9.3. Some examples of flatness and nonflatness.

a If f : X → Y is a finite surjective morphism of nonsingular varieties over
an algebraically closed field k, then f is flat.

b Let X be a union of two planes meeting at a point, each of which maps
isomorphically to a plane Y . Show that f is not flat. For example, let
Y = Spec k[x, y] and X = Spec k[x, y, z, w]/(z, w) ∩ (x+ z, y + w).

c Again let Y = Spec k[x, y], but take X = Spec k[x, y, z, w]/(z2, zw,w2, xz−
yw). Show that Xred

∼= Y , X has no embedded points, but that f is not
flat.

Solution. a

b Suppose x is the intersection point. The morphism is finite and so for it
to be flat, Ox,X must be a finite rank free Of(x),Y -module (Proposition
III.9.1A(f)). We have Ox,X/mf(x),YOx,X ∼= k and so if Ox,X is a finite
rank free Of(x),Y -module then it has rank one and therefore we would have
an isomorphism Of(x),Y

∼→ Ox,X as Of(x),Y -modules. Let f ∈ Ox,X be
the image of 1 under this isomorphism. Then z = gf for some g ∈ Of(x),Y .
But z can’t be expressed in this way in Ox,X . Hence, the isomorphism
doesn’t exist and the morphism is not flat.

Exercise 9.4.

Exercise 9.5.

Exercise 9.6.

Exercise 9.7. let Y ⊆ X be a closed subscheme, where X is a scheme of finite
type over a field k. Let D = k[t]/(t2) be the ring of dual numbers, and define
an infinitesimal deformation of Y as a closed subscheme of X, to be a closed
subscheme Y ′ ⊆ X ×k D, which is flat over D, and whose closed fibre is Y .
Show that these Y ′ are classified by H0(Y,NY/X), where

NY/X = H omOY (IY /I
2
Y ,OY )

Solution. First a lemma to make the affine case easier to deal with.

Lemma 5. Consider ideals I ⊂ A and I ′ ⊂ A[t]. Then SpecA[t]/I ′ is an
infinitesimal deformation of SpecA/I in SpecA if and only if

a t2 ∈ I ′;

b under the map A[t]→ A sending t to zero, the image of I ′ is I; and

c the kernel of the composite morphism A→ A[t]/I ′ t→ A[t]/I ′ is contained
in I ′.
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Proof. Condition (a) just says that A[t]/I ′ is a D-algebra. Condition (b) is
equivalent to saying that the composition (SpecA[t]/I ′) ⊗D k → A/I is an
isomorphism. Condition (c) is equivalent to saying that SpecA[t]/I ′ is flat over
D. To see this consider the criteria of Proposition III.9.1A(a). Since D has a
unique nonzero ideal, we only need to test (t). Furthermore, by writing every
element of A[t]/I ′ ⊗D (t) as a⊗ t we reduce to showing that for a ∈ A, it holds
that at = 0 implies a⊗ t = 0. Hence, the condition.

Now given a ringA, an ideal I, and a homomorphism φ ∈ homA/I(I/I2, A/I),
define an ideal I ′ ⊂ A[t] to be the set of polynomials a0 +a1t+ · · ·+ant

n ∈ A[t]
such that a0 ∈ I and φ(a0) = a1 or 0 in A/I. It is fairly straightforward to check
that the conditions of the lemma are fulfilled and so we have an infinitesimal
deformation of SpecA/I in SpecA. Conversely, given an infinitesimal deforma-
tion of SpecA/I in SpecA, we can define a morphism φ ∈ homA/I(I/I2, A/I)
as follows. Given an element a ∈ I, consider elements of the form a + bt ∈ I ′.
There must be at least one, for otherwise condition (b) of the lemma does not
hold. Define φ(a) = b. Note that if a + b′t ∈ I ′ is a different choice, then
(b′ − b)t ∈ I ′, so (b′ − b) ∈ I ′ by condition (c), so (b − b′) ∈ I by condition (b)
and so we end up with the same morphism I/I2 → A/I. We still need to show
that φ is A/I-linear. That is, we must show that φ(ax + by) = aφ(x) + bφ(y)
for a, b ∈ A/I and x, y ∈ I/I2. Given our definition of φ, this amounts to
showing that for any elements (ax + by) + zt, x + x′t and y + y′t in I ′, we
have z − ax′ − by′ ∈ I. We know that ax + ax′t and by + by′t are in I ′ and so
(ax+ by) + zt− (ax+ ax′t)− (by+ by′t) = (z− ax′− by′)t ∈ I ′ and this implies
that z − ax′ − by′ ∈ I using conditions (b) and (c) of the lemma. So we have
given an isomorphism

homA/I(I/I2, A/I)→ Inf(Spec(A/I)/ SpecA)

and its inverse where Inf(Y/X) is the set of infinitesimal deformations of Y as
a subscheme of X.

Now that the affine case is done, we prove the general case by glueing in the
usual way by glueing. The first thing to notice is that if we have ideals I ⊂ A,
J ⊂ B, and ring homomorphism ψ : A→ B such that ψ−1J ⊂ I then we get a
commutative square

homA/I(I/I2, A/I) ∼ //

��

Inf(Spec(A/I)/SpecA)

��
homB/J(J/J2, B/J) ∼ // Inf(Spec(B/J)/ SpecB)

So in the general case, since both sides are sheaves, and we have natural iso-
morphisms for affine opens, we can glue to get a global isomorphism

homOY (IY /I
2
Y ,OY /IY ) ∼= Inf(Y/X)

Exercise 9.8.
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Exercise 9.9. Let A = k[x, y, z, w]/(x, y) ∩ (z, w), and show that A is rigid.

Solution. Let P = k[x, y, z, w] and J = (x, y)∩(z, w) as in the previous exercise.
By the previous exercise, we must show that the morphism

homA(ΩP/k ⊗A,A)→ homA(J/J2, A)

is surjective. We do this explicitely.
We have ΩP/k ∼= P 4 with basis dx, dy, dz, dw and so ΩP/k⊗A ∼= A4 with the

same basis and homA(ΩP/k⊗A,A) ∼= A4 with the dual basis dx∗, dy∗, dz∗, dw∗.
The ideal J is generated by xz, xw, yz, yw as a P -module and since A is a
quotient of A, these elements represent generators of the A-module J/J2. So
any morphism φ ∈ homA(J/J2, A) is determined by its value on xz, xw, yz, yw
and in this way we get homA(J/J2, A) ⊂ A4, by identifying a morphism with
its value on xz, xw, yz, yw.

The morphism J/J2 → ΩP/k ⊗A sends f to df ⊗ 1 and so using

homA(ΩP/k ⊗A,A) ∼= A4 homA(J/J2, A) ⊂ A4

we can represent the morphism homA(ΩP/k ⊗ A,A) → homA(J/J2, A) as a
matrix. The morphism in homA(ΩP/k ⊗A,A) that sends dx to 1 and all other
generators to zero gets sent to (z, w, 0, 0) in homA(J/J2, A) since d(xz) = zdx+
xdz, d(xw) = . . . . Continuing like this we find the matrix to be

z w 0 0
0 0 z w
x 0 y 0
0 x 0 y


We want to show that the morphism induced by this matrix is surjective.

Consider an element (b1, b2, b3, b4) of homA(J/J2, A) ⊂ A4 where, recall that
b1 (resp. b2, b3, b4) is the image of xz (resp. xw, yz, yw). We have yb1 = xb3.
Since xz, xw, yz, yw are all zero in A, multiplying by x or y kills all the terms
with z or w in them, but “preserves” any terms without, x sending xiyj to xi+1yj

and y sending it to xiyj+1. So b1 = x
y b3 + b′1 where b′1 ∈ (z, w)k[z, w]. Similarly,

from the relation wb1 = zb2 we see that b1 = z
w b2 + b′′1 where b′′1 ∈ (x, y)k[x, y].

Putting these two together we see that b1 = z
w b2 + x

y b3. We use a similar
argument for b2, b3, b4 to find that

b1 =
z

w
b2 +

x

y
b3

b2 =
x

y
b4 +

w

z
b1

b3 =
y

x
b1 +

z

w
b4

b4 =
y

x
b2 +

w

z
b3

abd consequently, (b1, b2, b3, b4) is in the image of homA(ΩP/k⊗A,A)→ homA(J/J2, A).
Hence, it is surjective, and so T 1(A) = 0 and therefore, the k-algebra A is rigid.
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Exercise 9.10. a Show that P1
k is rigid.

b

c

Solution. a By (9.13.2) the infinitesimal deformations are classified byH1(X,TX).
When X = P1

k we know that ΩX,k ∼= O(−2) and so TX = O(2) and
we have already calculated the cohomology of this sheaf. We find that
H1(X,TX) = H1(X,O(2)) = 0. Hence, there are no infinitesimal defor-
mations.

Proposition 6. Let M be a finitely generated module over a local ring (A,m).
Then M is projective if and only if M is free.

Proof. For any module over any ring, free implies projective so we need only
prove the converse. Since M is finitely generated M/mM is a finite dimensional
(A/m)-vector space. Take a set of elements m1, . . . ,mn in M whose image in
M/mM is a basis. Then by Nakayam’s Lemma, the mi generated M and so
we get an exact sequence 0 → N → An → M → 0. Since M is projective,
this sequence splits and we see that An ∼= M ⊕ N . Now we have An/mAn ∼=
M/mM ⊕N/mN . But both An/mAn and M/mM are finite dimensional vector
spaces of the same dimension. Hence N/mN = 0 which implies mN = N and
Nakayama’s Lemma says that this implies N = 0. So An ∼= M .

Corollary 7. If E1 → E0 is a surjective morphism of locally free coherent
sheaves then the kernel is also locally free.

Proof. Let G be the kernel. At each point x we get an exact sequence of OX,x-
modules, and since the Ei are locally free, this has the form 0→ Gx → OnX,x →
OmX,x → 0. Since finite rank free modules are projective, the sequence splits
and so Gx is a direct summand of the free module OnX,x, and hence projective.
But Gx is a finitely generated module over a local ring and so being projective
is equivalent to being free (Proposition 6 above).
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