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Introduction

Homological techniques first arose in topology, in work of Poincaré [174], at
the end of the 19th century. They appeared in algebra several decades later
in the 1940s, when Eilenberg and Mac Lane [59–61] introduced homology
and cohomology of groups and Hochschild [114] introduced homology and
cohomology of algebras. Since that time, both Hochschild cohomology and
group cohomology, as they came to be called, have become indispensable
in algebra, algebraic topology, representation theory, and other fields. They
remain active areas of research, with frequent discoveries of new applications.
There are excellent books on group cohomology such as [2, 21, 22, 35, 47,
76]. These are good references for those working in the field and are also
important resources for those learning group cohomology in order to begin
using it in their research. There are fewer such resources for Hochschild
cohomology, notwithstanding some informative chapters in the books [146,
223]. This book aims to begin filling the gap by providing an introduction
to the basic theory of Hochschild cohomology for algebras and some of its
current uses in algebra and representation theory.

Hochschild cohomology records meaningful information about rings and
algebras. It is used to understand their structure and deformations, and to
identify essential information about their representations. This book takes a
concrete approach with many early examples that reappear later in various
settings.

We begin in Chapter 1 with Hochschild’s own definitions from [114],
only slightly rephrased in modern terminology and notation, and then con-
nect to definitions based on arbitrary resolutions under suitable conditions.
We present some of the important contributions of Gerstenhaber [82] begin-
ning in the 1960s that lead us now to think of a Hochschild cohomology ring

vii
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viii Introduction

as a Gerstenhaber algebra, that is, it has both an associative product and
a nonassociative Lie bracket. Many properties of Hochschild cohomology
rings that are essential in today’s applications can be seen in these classical
definitions of Hochschild and Gerstenhaber. In Chapter 2 we give detailed
descriptions of many equivalent definitions of the associative product (cup
product) on Hochschild cohomology. In Chapter 3 we examine several dif-
ferent types of examples: smooth commutative algebras, Koszul algebras,
algebras defined by quivers and relations, and algebras built from others such
as skew group algebras and (twisted) tensor product algebras. We present
the seminal Hochschild-Kostant-Rosenberg (HKR) Theorem on Hochschild
homology and cohomology of smooth finitely generated commutative alge-
bras.

Current algebraic applications and developments in the algebraic theory
of Hochschild cohomology include the following, explored in detail in the
rest of the book.

Some classical geometric notions such as smoothness may be viewed
as essentially homological properties of commutative function algebras, al-
lowing interpretations of them in noncommutative settings via Hochschild
cohomology. We present these and related ideas in Chapter 4, including
Hochschild dimension, smoothness, noncommutative differential forms, Van
den Bergh duality, Calabi-Yau algebras, the Connes differential, and Batalin-
Vilkovisky structures.

Understanding how some algebras may be viewed as deformations of
others calls on Hochschild cohomology, as explained in Chapter 5. There we
discuss formal deformations, rigidity of algebras, the Maurer-Cartan equa-
tion, Poisson brackets, and deformation quantization. We present the funda-
mental Poincaré-Birkhoff-Witt (PBW) Theorem as a consequence of a more
general theorem on deformations of Koszul algebras. In algebraic deforma-
tion theory, the Lie structure on Hochschild cohomology arises naturally;
we spend some additional time studying this important structure in detail
in Chapter 6. Further probing the associative and Lie algebra structures on
Hochschild cohomology and related complexes uncovers infinity algebras.
There, binary operations are layered with n-ary operations which in turn
have important implications for the original algebra structure. We give a
brief introduction to infinity structures and their applications to Hochschild
cohomology in Chapter 7.

In representation theory, support varieties may sometimes be defined
in terms of Hochschild cohomology; these are geometric spaces assigned to
modules that encode representation-theoretic information. Support varieties
for finite-dimensional algebras are introduced and explored in Chapter 8.
This theory began in the parallel setting of finite group cohomology. There
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Introduction ix

are strong connections between Hochschild cohomology and group cohomol-
ogy that we analyze more generally for Hopf algebras in Chapter 9. Hopf al-
gebras are those algebras whose categories of modules are tensor categories,
and include many examples of interest such as group algebras, universal
enveloping algebras of Lie algebras, and quantum groups. Relationships be-
tween Hochschild cohomology and Hopf algebra cohomology lead to better
understanding of both and of all their applications. Inspecting these rela-
tionships, we connect the two first appearances of homological techniques in
algebra in the form of group cohomology [59–61] and Hochschild cohomol-
ogy [114].

We include an appendix with needed background material from homo-
logical algebra. The appendix is largely self-contained, however, proofs are
omitted, and instead the reader is referred to standard homological algebra
textbooks such as [48,112,151,168,187,223] for proofs and more details.

This introductory text is not intended to be a comprehensive treatment
of the whole subject of Hochschild cohomology, which long ago expanded
well beyond the reach of a single book. Necessarily many important topics
are left out. For example, we do not treat Tate-Hochschild cohomology,
relative Hochschild cohomology, Hochschild cohomology of presheaves and
schemes, connections to cyclic homology and K-theory, Hochschild cohomol-
ogy of abelian categories, topological Hochschild cohomology, Hochschild
cohomology of differential graded and A∞-algebras and categories, nor op-
erads. Hochschild homology is an important subject in its own right, and
we spend only a little time on it in this book. Also, here we will almost
exclusively work with algebras over a field, both for simplicity of presenta-
tion in this introductory text and to take advantage of a great array of good
properties and current applications for algebras over a field.

We provide a few references for the reader looking for details on some
of the topics that are not in this book. This list is not meant to be com-
plete, but rather a beginning, and further references may be found in each
of these: more on Hochschild homology can be found in the standard ref-
erences [146, 223]. Tate-Hochschild cohomology, stable Hochschild coho-
mology, and singular Hochschild cohomology are Z-graded theories while
Hochschild cohomology itself is N-graded; see, for example, [29,74]. Rela-
tive Hochschild cohomology and secondary Hochschild cohomology are de-
signed for a ring and subring pair; see, for example, [106,115,205]. There
is a version of Hochschild cohomology for coalgebras and bicomodules [57].
Hochschild cohomology is defined for presheaves of algebras and schemes,
and used in algebraic geometry; see, for example, [85,86,132,213]. Topo-
logical Hochschild homology and cohomology are related theories in alge-
braic topology; see, for example, [173]. Hochschild cohomology is used in
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x Introduction

functional analysis, with connections to properties of Banach algebras, von
Neumann algebras, and locally compact groups; see, for example, [122,198].
Many important applications of the theory of Hochschild cohomology involve
its connections to cyclic homology and cohomology and algebraic K-theory;
see, for example, [146,223]. Hochschild homology and cohomology can be
defined for some types of categories; see, for example, [150, 161]. Some
operads underlie much of the structure of Hochschild cohomology, a hint
of which appears in the infinity structures of Chapter 7 here; see, for ex-
ample, [152,153]. Formality and Deligne’s Conjecture are barely touched
in Chapter 7 here, and more details may be found in the references given
in Section 7.6 and in [153]. Hochschild cohomology may be realized as
the Lie algebra of the derived Picard group of an algebra; see, for exam-
ple, [128]. Hochschild cohomology of differential graded and A∞-algebras
and categories, for example, are in [127,130].

This book is written for graduate students and working mathematicians
interested in learning about Hochschild cohomology. It can serve as a refer-
ence for many facts that are currently only found in research papers, and as
a bridge to some more advanced topics that are not included here. The main
prerequisite for students is a graduate course in algebra. It would also be
helpful to have taken further introductory courses in homological algebra or
algebraic topology and in representation theory, or else to have done some
reading in these subjects. However, all of the required homological algebra
background is summarized in the appendix, with references, and a motivated
reader might rely solely on this as homological algebra background. Beyond
the first three chapters of this book, the remaining chapters are largely
independent of each other, and so there are many options for basing a one-
semester graduate course on this book. A one-semester course could start
with a treatment of Chapter 1 and selected sections from Chapters 2 and 3,
possibly including material from the appendix depending on the background
of the students. Then the course could focus on a subset of the remaining
chapters: a course with a focus on noncommutative geometry could continue
with Chapter 4; a course with a focus on algebraic deformation theory and
related structures could instead continue with Chapter 5 and the related
Chapters 6 and 7, as time allowed; a course with a focus on Hopf algebras,
group algebras, or support varieties could instead continue with Chapters 8
and/or 9. A full-year course might include most of the book and time for
a complete introduction to or review of homological algebra based on the
appendix.

This book came into being as an aftereffect of some lecture series that I
gave and through interactions with many people. I first thank Universidad
de Buenos Aires, and especially Andrea Solotar and her students, postdocs,
and colleagues, for hosting me for several weeks in 2010. During that time I
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gave a short course on Hopf algebra cohomology that led to an early version
of Chapter 9 on which they gave me valuable feedback. I thank the Morning-
side Center in Beijing and the organizers and students of a workshop there in
2011 for the opportunity to give lectures on support varieties that expanded
into the current Chapter 8. I thank the Mathematisches Forschungsinstitut
Oberwolfach for its hospitality during several workshops where the idea for
this book began in discussions with Karin Erdmann and Henning Krause.

Most of this book was written during the academic year 2016–17 that I
spent at the University of Toronto visiting Ragnar-Olaf Buchweitz and his
research group. It was with deep sadness that I learned of his death the
following fall. His legacy lives on and continues to grow through the mathe-
matical writings that are still being completed by his many collaborators, as
well as others he influenced. He was a great friend and mentor to so many
of us.

I am grateful to the University of Toronto for hosting me in 2016–17 and
to Buchweitz and his team for the many helpful conversations and stimu-
lating seminar talks. This interaction significantly influenced some of my
choices of topics for the book. I particularly thank Buchweitz and his stu-
dents Benjamin Briggs and Vincent Gélinas for many pointers on smooth
algebras and infinity algebras that helped me prepare Chapters 4 and 7. I
also had fruitful discussions with Cris Negron and Yury Volkov in relation to
the material in Chapter 6. Special thanks go to my long-time collaborator
Anne Shepler for many conversations and joint projects over the years that
led to my current point of view on Chapter 5.

I thank Chelsea Walton and her Spring 2017 homological algebra class
at Temple University for trying out beta versions of several chapters of this
book, and for their very valuable feedback. I thank my home institution
Texas A&M University and especially the mathematics department for an
immensely supportive work environment. I thank my husband Frank Sottile
and children Maria and Samuel for their ongoing patience and support. I
thank the National Science Foundation for its support through grants DMS-
1401016 and DMS-1665286.
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Chapter 1

Historical Definitions
and Basic Properties

We begin with Hochschild’s historical definition of homology and cohomol-
ogy for algebras [114], working in the general setting of algebras over com-
mutative rings as in the book of Cartan and Eilenberg [48]. We then present
some additional structure found by Gerstenhaber [82] under which we now
say that Hochschild cohomology is a Gerstenhaber algebra. These early de-
velopments were largely based on one choice of chain complex known as the
bar complex, and we focus in this chapter particularly on the many prop-
erties and structural results that can be derived from this complex. For
example, we discuss here the meaning of Hochschild homology and coho-
mology in low degrees where connections to derivations and deformations
appear. We present the cap product that pairs Hochschild homology and
cohomology, and the shuffle product on Hochschild homology of a commuta-
tive algebra. We discuss Harrison cohomology and the Hodge decomposition
arising from a symmetric group action on the bar complex. Other work in-
vokes other complexes, depending on the setting, and we begin to include
in this chapter some examples and discussion of the structure of Hochschild
cohomology that takes advantage of other such chain complexes. We expand
on this discussion of other complexes in later chapters.

1.1. Definitions of Hochschild homology and cohomology

For now, let k be a commutative associative ring (with 1), and let A be a
k-algebra. That is, A is an associative ring (with multiplicative identity)
that is also a k-module for which multiplication is a k-bilinear map. Denote

1
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2 1. Historical Definitions and Basic Properties

the multiplicative identity of A also by 1, identified with the multiplicative
identity of k via the unit map k → A given by c �→ c · 1 for all c ∈ k.
Denote by Aop the opposite algebra of A; this is A as a module over k, with
multiplication a ·op b = ba for all a, b ∈ A. Tensor products will often be
taken over k, and unless otherwise indicated, ⊗ = ⊗k. Let Ae = A ⊗ Aop,
with the tensor product multiplication:

(a1 ⊗ b1) · (a2 ⊗ b2) = a1a2 ⊗ b2b1

for all a1, a2, b1, b2 ∈ A. (Technically, we are really taking b1, b2 to be ele-
ments of Aop, but since the underlying k-modules are the same, we write
b1, b2 ∈ A where convenient.) We call Ae the enveloping algebra of A.

By an A-bimodule, we mean a k-module M that is both a left and a
right A-module for which (a1m)a2 = a1(ma2) for all a1, a2 ∈ A and m ∈ M ,
and the left and right actions of k induced by the unit map k → A agree.
Thus an A-bimodule M is equivalent to a left Ae-module, where we define

(a⊗ b) ·m = amb

for all a, b ∈ A and m ∈ M . It is also equivalent to a right Ae-module where
the action is defined by m · (a⊗ b) = bma for all a, b ∈ A and m ∈ M . We
will use both structures in the sequel, but for simplicity, when we refer to a
module we generally mean a left module unless otherwise specified.

Note that the algebra A is itself an Ae-module (equivalently, an A-
bimodule) under left and right multiplication: (a ⊗ b) · c = acb for all
a, b, c ∈ A. More generally, let A⊗n = A ⊗ · · · ⊗ A (n factors of A),
where n ≥ 1. This tensor power of A is an Ae-module (equivalently, an
A-bimodule) by letting

(a⊗ b) · (c1 ⊗ c2 ⊗ · · · ⊗ cn−1 ⊗ cn) = ac1 ⊗ c2 ⊗ · · · ⊗ cn−1 ⊗ cnb

for all a, b, c1, . . . , cn ∈ A.

Consider the following sequence of A-bimodules:

(1.1.1) · · · d3−→ A⊗4 d2−→ A⊗3 d1−→ A⊗A
π−→ A → 0,

where π is the multiplication map, that is, π(a ⊗ b) = ab for all a, b ∈ A,
and d1(a⊗ b⊗ c) = ab⊗ c− a⊗ bc for all a, b, c ∈ A, and in general

(1.1.2) dn(a0⊗a1⊗· · ·⊗an+1) =
n∑

i=0

(−1)ia0⊗a1⊗· · ·⊗aiai+1⊗· · ·⊗an+1

for all a0, . . . , an+1 ∈ A. One may check directly that (1.1.1) is a complex,
that is, dn−1dn = 0 for all n (see Section A.1). Moreover, it is exact, as
a consequence of the existence of the following contracting homotopy (see
Section A.1). Let sn be the k-linear map defined by

(1.1.3) sn(a0 ⊗ · · · ⊗ an+1) = 1⊗ a0 ⊗ · · · ⊗ an+1
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1.1. Definitions of Hochschild homology and cohomology 3

for all n ≥ −1 and all a0, . . . , an+1 ∈ A. A calculation shows that indeed
s � is a contracting homotopy, and so the complex (1.1.1) is exact. We write

Bn(A) = A⊗(n+2) for n ≥ 0 and often consider the truncated complex
associated to (1.1.1):

(1.1.4) B(A) : · · · d3−→ A⊗4 d2−→ A⊗3 d1−→ A⊗A → 0.

This is the bar complex of the Ae-module A. As a complex, its homology is
concentrated in degree 0, where it is simply A, as a consequence of exactness
of (1.1.1). Sometimes we use the isomorphism of left Ae-modules

(1.1.5) A⊗(n+2) ∼= Ae ⊗A⊗n

given by a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1 �→ (a0 ⊗ an+1) ⊗ (a1 ⊗ · · · ⊗ an) for
all a0, . . . , an+1 ∈ A. (The action of Ae on Ae ⊗ A⊗n is multiplication on
the leftmost factor Ae.) If A is free as a k-module, we see in this way
that the terms in the bar complex (1.1.4) are free Ae-modules: Ae ⊗A⊗n ∼=⊕

i∈I A
e(1⊗1⊗αi), where {αi | i ∈ I}, for an indexing set I, is a basis of A⊗n

as a free k-module. In this case, B(A) is a free resolution of the Ae-moduleA,
also called the bar resolution (or standard resolution). See [48, Section IX.6].

Remark 1.1.6. The term bar complex arose historically due to an abbre-
viation of a tensor product a1⊗· · ·⊗an as [a1| · · · |an]. This convention was
begun by Eilenberg and Mac Lane.

Let M be an A-bimodule. Take the tensor product of the bar complex
(1.1.4) with M , writing

(1.1.7) C∗(A,M) =
⊕
n≥0

M ⊗Ae Bn(A),

a complex of k-modules with differentials 1M ⊗ dn, where dn is defined by
equation (1.1.2) and 1M is the identity map on M . Call C∗(A,M) the k-
module of Hochschild chains with coefficients in M . There is a k-module
isomorphism

(1.1.8) M ⊗Ae Bn(A)
∼−→ M ⊗A⊗n

given by

m⊗Ae (a0 ⊗ · · · ⊗ an+1) �→ an+1ma0 ⊗ a1 ⊗ · · · ⊗ an

for all m ∈ M and a0, . . . , an+1 ∈ A. (The inverse isomorphism is given by
m⊗a1⊗· · ·⊗an �→ m⊗Ae (1⊗a1⊗· · ·⊗an⊗1); recall the left action of Ae on

A⊗(n+2) involves the first and last tensor factors only, and the right action
of Ae on M involves both the left and right actions of A on M .) Therefore
there is a k-module isomorphism

Cn(A,M) ∼= M ⊗A⊗n
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4 1. Historical Definitions and Basic Properties

for each n. Combined with the isomorphism (1.1.5), we find that the induced
differential on the complex M ⊗A⊗∗, corresponding to the map 1M ⊗ dn on
M ⊗Ae A⊗(n+2) for each n > 0, is the map (dn)∗ : M ⊗A⊗n → M ⊗A⊗(n−1)

given by

(dn)∗(m⊗ a1 ⊗ a2 ⊗ · · · ⊗ an)

= ma1 ⊗ a2 ⊗ · · · ⊗ an +
n−1∑
i=1

(−1)im⊗ a1 ⊗ a2 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an

+ (−1)nanm⊗ a1 ⊗ a2 ⊗ · · · ⊗ an−1

for all m ∈ M and a1, . . . , an ∈ A. We define Hochschild homology to be
the homology of this complex.

Definition 1.1.9. The Hochschild homology HH∗(A,M) of A with coeffi-
cients in an A-bimodule M is the homology of the complex (1.1.7), equiva-
lently

HHn(A,M) = Hn(M ⊗A⊗∗),

that is, HHn(A,M) = Ker((dn)∗)/ Im((dn+1)∗) for all n ≥ 0, taking (d0)∗
to be the zero map, and differentials (dn)∗ are as given above for n > 0.
Elements in Ker((dn)∗) are Hochschild n-cycles and those in Im((dn+1)∗)
are Hochschild n-boundaries. Let

HH∗(A,M) =
⊕
n≥0

HHn(A,M),

an N-graded k-module.

We have chosen the common notation HH to denote Hochschild homol-
ogy (and cohomology below) so as to distinguish it from other versions of
cohomology that we will use later. It is instead denoted with a single letter
H in some of the literature.

Next we will apply HomAe(−,M) to the bar complex (1.1.4): Let

(1.1.10) C∗(A,M) =
⊕
n≥0

HomAe(Bn(A),M),

a complex of k-modules with differentials d∗n, where d∗n(f) = fdn for all
functions f in HomAe(A⊗(n+1),M). (For simplicity here and throughout
the book, we denote such a function composition by the concatenation fdn
rather than f ◦ dn.) Call C∗(A,M) the k-module of Hochschild cochains
with coefficients in M . There is a k-module isomorphism

(1.1.11) HomAe(Bn(A),M)
∼−→ Homk(A

⊗n,M)

given by g �→ (a1 ⊗ · · · ⊗ an �→ g(1 ⊗ a1 ⊗ · · · ⊗ an ⊗ 1)) for all g ∈
HomAe(B(A)n,M) and a1, . . . , an ∈ A. (If n = 0 this is g �→ (1 �→ g(1⊗1)).)
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1.1. Definitions of Hochschild homology and cohomology 5

The inverse isomorphism is g′ �→ (a0⊗· · ·⊗an+1 �→ a0g
′(a1⊗· · ·⊗an)an+1).

We thus have an isomorphism of complexes,

(1.1.12) C∗(A,M) ∼=
⊕
n≥0

Homk(A
⊗n,M),

with differential d∗n : Homk(A
⊗(n−1),M) → Homk(A

⊗n,M) for each n > 0
given by

d∗n(h)(a1 ⊗ · · · ⊗ an) = a1h(a2 ⊗ · · · ⊗ an)

+
n−1∑
i=1

(−1)ih(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an)

+(−1)nh(a1 ⊗ · · · ⊗ an−1)an

for all h ∈ Homk(A
⊗(n−1),M) and a1, . . . , an ∈ A. In this expression and

others, we interpret an empty tensor product to be the element 1 in k. We
define Hochschild cohomology to be the cohomology of this complex.

Definition 1.1.13. The Hochschild cohomology HH∗(A,M) of A with co-
efficients in an A-bimodule M is the cohomology of the complex (1.1.10),
equivalently

HHn(A,M) = Hn(Homk(A
⊗∗,M)),

that is, HHn(A,M) = Ker(d∗n+1)/ Im(d∗n) for all n ≥ 0, where d∗0 is taken to
be the zero map, and differentials d∗n are as given above for n > 0. Elements
in Ker(d∗n+1) are Hochschild n-cocycles and those in Im(d∗n) are Hochschild
n-coboundaries. Let

HH∗(A,M) =
⊕
n≥0

HHn(A,M),

an N-graded k-module.

As a special case, consider M = A to be an A-bimodule under left and
right multiplication. The resulting Hochschild homology and cohomology
k-modules are sometimes abbreviated

HHn(A) = HHn(A,A) and HHn(A) = HHn(A,A),

and so we write HH∗(A) =
⊕

n≥0HHn(A) and HH∗(A) =
⊕

n≥0HH
n(A). A

disadvantage of this abbreviated notation in the case of cohomology is that it
appears to indicate a functor, however HH∗ is not a functor: we will see next
that HH∗(A,M) can alternatively be defined via the bifunctor Ext∗Ae(−,−),
and this bifunctor is covariant in the second argument and contravariant
in the first argument. Another disadvantage is that some authors use this
notation to refer to Hochschild homology and cohomology with coefficients
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6 1. Historical Definitions and Basic Properties

in a dual module to A, in which case these are functors related to cyclic ho-
mology and cohomology [146, §1.5.5]. For simplicity, we adopt the common
abbreviated notation above in spite of these disadvantages.

Remarks 1.1.14. (i) In the case that k is a field (the case of focus for

most of this book), A is free as a k-module and so each Ae-module A⊗(n+2)

(n ≥ 0) is free, as noted earlier. It follows that the bar complex B(A) given
by (1.1.4) is a free left Ae-module resolution of A, called the bar resolution.
Thus

(1.1.15) HHn(A,M) ∼= TorA
e

n (M,A) and HHn(A,M) ∼= ExtnAe(A,M)

for all n ≥ 0. (See Section A.3.) More generally, as long as A is flat over
the commutative ring k, the first isomorphism holds, and as long as A is
projective over k, the second holds.

(ii) Even more generally, it follows from the definitions that Hochschild
homology and cohomology may be realized as relative Tor and relative
Ext [223, Lemma 9.1.3]. See also [115]. We will not use relative Tor or
relative Ext in this book.

We will use the equivalent definitions of Hochschild homology and coho-
mology given by the isomorphisms (1.1.15) in the case that k is a field. An
advantage is that we may thus choose any flat (respectively, projective) res-
olution of A as an Ae-module to define Hochschild homology (respectively,
cohomology). Depending on the algebra A, there may be more convenient
resolutions than the bar resolution; the latter is quite large and not con-
ducive to explicit computation. The bar resolution may also obscure im-
portant information that stands out in other resolutions which are tailored
more closely to the shapes of specific algebras. However, the bar resolution
is very useful theoretically, as we will see.

Also useful is the following variant of the bar resolution. Identify k with
the k-submodule k · 1A of the k-algebra A, and write A = A/k, the quotient
k-module. For each nonnegative integer n, let

(1.1.16) Bn(A) = A⊗A
⊗n ⊗A.

Let pn : Bn(A) → Bn(A) be the corresponding quotient map. A calculation
shows that the kernels of the maps pn form a subcomplex of B(A), and
thus the quotients Bn(A) constitute a complex B(A). The contracting ho-
motopy (1.1.3) can be shown to factor through this quotient, implying that
B(A) is a free resolution of the Ae-module A in case A is free as a k-module.
We give this resolution a name.

Definition 1.1.17. Assume that A is free as a k-module. The reduced bar
resolution (or normalized bar resolution) is B(A) given in each degree by
equation (1.1.16), a free resolution of A as an Ae-module.
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1.1. Definitions of Hochschild homology and cohomology 7

See also [85, §13.5] for more details on the reduced bar resolution.

Hochschild cohomology modules hold substantial information about the
algebra A and its modules, some of which we will find in this chapter by
harnessing the bar complex, and some in later chapters via a wider range of
complexes. Hochschild cohomology is invariant under some standard equiv-
alences on rings: in case k is a field, invariance under Morita equivalence is
automatic since this is by definition an equivalence of module categories and
Hochschild cohomology is given by Ext in this case (see Remark 1.1.14(i)).
For more details and related and more general statements, see, e.g., [22, The-
orem 2.11.1], [146, Theorem 1.2.7], or the articles [37,56,169]. For Morita
invariance of Hochschild homology, see, e.g., [223, §9.5]. For tilting and de-
rived category equivalence, see, e.g., [105, Theorem 4.2] and [9,185,220],
and for derived invariance of higher structures on the Hochschild complex
itself, see [127].

We end this section with some examples that apply Remark 1.1.14(i),
taking advantage of resolutions smaller than the bar resolution.

Example 1.1.18. Let k be a field and A = k[x]. Consider the following
sequence:

(1.1.19) 0 �� k[x]⊗ k[x]
(x⊗1−1⊗x)·

�� k[x]⊗ k[x]
π

�� k[x] �� 0,

where π is multiplication and the map (x ⊗ 1 − 1 ⊗ x)· is multiplication
by the element x ⊗ 1 − 1 ⊗ x. Since k[x] is commutative, this sequence is
a complex. It is in fact exact, as can be shown directly via a calculation.
Alternatively, exactness can be shown by exhibiting a contracting homotopy
(see Section A.1): Let s−1(x

i) = xi ⊗ 1 and

s0(x
i ⊗ xj) = −

j∑
l=1

xi+j−l ⊗ xl−1

for all i, j. (We interpret an empty sum to be 0, thus s0(x
i ⊗ 1) = 0 for

all i.) A calculation shows that s � is a contracting homotopy for the above
sequence. Note that for each i, the map si is left (but not right) k[x]-linear.
The terms in nonnegative degrees are visibly free as Ae-modules, and so
the sequence (1.1.19) is a free resolution of the Ae-module A. Now apply
Homk[x]e(−, k[x]) to the truncation of sequence (1.1.19) given by deleting
the term k[x]. Identify Homk[x]e(k[x] ⊗ k[x], k[x]) with k[x] under the iso-
morphism in which a function f is sent to f(1⊗ 1). The resulting complex,
with arrows reversed, becomes

(1.1.20) 0 k[x]�� k[x]�� 0.��

There is only one map to compute, namely composition with (x⊗1−1⊗x)·.
Let a ∈ k[x], identified with the function fa in Homk[x]e(k[x]⊗k[x], k[x]) that
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8 1. Historical Definitions and Basic Properties

takes 1⊗ 1 to a. Composing with the differential, since fa is a k[x]e-module
homomorphism,

fa((x⊗ 1− 1⊗ x) · (1⊗ 1)) = xfa(1⊗ 1)− fa(1⊗ 1)x = xa− ax = 0,

since k[x] is commutative. Therefore all maps in complex (1.1.20) are 0,
and the homology of the complex in each degree is just the term in the
complex. We thus find that HH0(k[x]) ∼= k[x], that HH1(k[x]) ∼= k[x],
and HHn(k[x]) = 0 for n ≥ 2. A similar argument yields Hochschild ho-
mology HHn(k[x]) by first applying k[x] ⊗k[x]e − to the truncation of the
sequence (1.1.19) and identifying k[x]⊗k[x]e (k[x]⊗ k[x]) with k[x].

Example 1.1.21. Let k be a field, n ≥ 2, and A = k[x]/(xn), called a
truncated polynomial ring. Consider the following sequence:

(1.1.22) · · · v· �� Ae u· �� Ae v· �� Ae u· �� Ae π �� A �� 0,

where u = x ⊗ 1 − 1 ⊗ x, v = xn−1 ⊗ 1 + xn−2 ⊗ x + · · · + 1 ⊗ xn−1,
and π is multiplication. This sequence is exact, as can be shown directly.
Alternatively, the following is a contracting homotopy (see Section A.1). For
each i, define a left A-linear map si by s−1(1) = 1⊗ 1 and for all m ≥ 0,

s2m(1⊗ xj) = −
j∑

l=1

xj−l ⊗ xl−1 and s2m+1(1⊗ xj) = δj,n−1 ⊗ 1

for all j, where δj,n−1 is the Kronecker delta (that is, δj,n−1 = 1 if j = n− 1
and δj,n−1 = 0 otherwise). The terms in nonnegative degrees are visibly
free as Ae-modules, and so the sequence (1.1.22) is a free resolution of the
Ae-module A.

Apply HomAe(−, A) to (1.1.22) after truncating by deleting A, and iden-
tify each term HomAe(A ⊗ A,A) with A. The resulting sequence may be
viewed as:

· · · nxn−1·←−−−− A
0←−− A

nxn−1·←−−−− A
0←−− A ←− 0.

Thus we see that if n is divisible by the characteristic of k, then HHi(A) ∼= A
for all i. If n is not divisible by the characteristic of k, then HH0(A) ∼= A,
HH2m+1(A) ∼= (x) (the ideal generated by x) for all m ≥ 0, and HH2m(A) ∼=
A/(xn−1) for all m ≥ 1.

Exercise 1.1.23. Verify the claims that formulas given for the following
differentials are induced by the differential (1.1.2) on the bar complex (1.1.4):

(a) (dn)∗ right before Definition 1.1.9.

(b) d∗n right before Definition 1.1.13.
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1.2. Interpretation in low degrees 9

Exercise 1.1.24. Show that the following maps constitute contracting ho-
motopies as claimed:

(a) sn defined in (1.1.3).

(b) s−1, s0 defined in Example 1.1.18.

(c) si defined in Example 1.1.21.

Exercise 1.1.25. Finish Example 1.1.18 by finding Hochschild homology
HHn(k[x]) for each n.

Exercise 1.1.26. Assume that k is a field and let 0 → U → V → W → 0 be
an exact sequence of A-bimodules. Use Remark 1.1.14(i) and Theorem A.4.7
(second long exact sequence for Tor) to show that there is a long exact
sequence for Hochschild homology,

· · · → HHn(A,U) → HHn(A, V ) → HHn(A,W ) → HHn−1(A,U) → · · · .

Derive a similar long exact sequence for Hochschild cohomology using The-
orem A.4.4 (first long exact sequence for Ext).

Exercise 1.1.27. Assume that A is free as a k-module. Check that B(A)
as in Definition 1.1.17 is indeed a free resolution of A as an Ae-module by
verifying the claim that the kernels of the maps pn form a subcomplex of
B(A) and that the contracting homotopy (1.1.3) for the bar complex (1.1.4)
factors through B(A).

1.2. Interpretation in low degrees

The historical Definitions 1.1.9 and 1.1.13 of Hochschild homology HHn(A)
and cohomology HHn(A) lead directly to specific information encoded by
these k-modules when n is small. For example, in the nth Hochschild co-
homology k-module HHn(A) we can see the center of A in degree n = 0,
derivations on A in degree 1, and infinitesimal deformations together with
obstructions to lifting these to formal deformations in degrees 2 and 3. We
make some of these observations in this section, including more general state-
ments for A-bimodules M as well as analogous statements for Hochschild
homology. More detailed discussion of deformations and obstructions is in
Chapters 5 and 7.

In what follows, we will frequently identify spaces of chains under iso-
morphism (1.1.8) and spaces of cochains under isomorphism (1.1.11). We
will abuse notation, using the same for differentials on such spaces when
they have been so identified. Thus, for example, we write d∗n for the map
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10 1. Historical Definitions and Basic Properties

from HomAe(A⊗(n−1),M) to HomAe(A⊗n,M) given by

d∗n(h)(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1)

=
n∑

i=0

(−1)ih(a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1)

= a0a1h(1⊗ a2 ⊗ · · · ⊗ an ⊗ 1)an+1

+
n−1∑
i=1

(−1)ia0h(1⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an ⊗ 1)an+1

+ (−1)na0h(1⊗ a1 ⊗ · · · ⊗ an−1 ⊗ 1)anan+1

for all h ∈ HomAe(A⊗(n−1),M) and a0, . . . , an+1 ∈ A.

Degree 0. Let M be an A-bimodule. In the notation of Definition 1.1.13,
HH0(A,M) = Ker(d∗1). We determine necessary and sufficient conditions
for a function f ∈ HomAe(A ⊗ A,M) to be in Ker(d∗1). First assume that
d∗1(f) = 0, that is, for all a ∈ A,

0 = d∗1(f)(1⊗ a⊗ 1) = f(d1(1⊗ a⊗ 1))

= f(a⊗ 1− 1⊗ a) = af(1⊗ 1)− f(1⊗ 1)a.

Then f(1 ⊗ 1) is equal to an element m of M for which am = ma for all
a ∈ A, and f is in fact determined by this element m:

f(b⊗ c) = bf(1⊗ 1)c = bmc

for all b, c ∈ A. Conversely, any such element of M defines a function in
Ker(d∗1), that is, given m ∈ M for which am = ma for all a ∈ A, let
fm ∈ HomAe(A ⊗ A,M) be the function given by fm(b ⊗ c) = bmc for all
b, c ∈ A. Then d∗1(fm) = 0. Thus as a k-module,

HH0(A,M) ∼= {m ∈ M | am = ma for all a ∈ A}.

In the special case M = A, it follows that HH0(A,A) ∼= Z(A), the center of
the algebra A.

Similarly, Hochschild homology in degree 0 is

(1.2.1) HH0(A,M) ∼= M/Spank{am−ma | a ∈ A, m ∈ M}.

Degree 1. By Definition 1.1.13, HH1(A,M) = Ker(d∗2)/ Im(d∗1). Let f ∈
Ker(d∗2), that is, f ∈ HomAe(A⊗3,M) and fd2 is the zero map on A⊗4. This
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1.2. Interpretation in low degrees 11

condition is equivalent to

0 = d∗2(f)(1⊗ a⊗ b⊗ 1)

= f(d2(1⊗ a⊗ b⊗ 1))

= f(a⊗ b⊗ 1− 1⊗ ab⊗ 1 + 1⊗ a⊗ b)

= af(1⊗ b⊗ 1)− f(1⊗ ab⊗ 1) + f(1⊗ a⊗ 1)b

for all a, b ∈ A. By abuse of notation, we identify f with a function
in Homk(A,M) under the isomorphism HomAe(A⊗3,M) ∼= Homk(A,M)
of (1.1.11), and the above equation becomes 0 = af(b)− f(ab) + f(a)b, or

f(ab) = af(b) + f(a)b

for all a, b ∈ A. This is precisely the definition of a k-derivation from A to M
(also called more simply a derivation from A to M when k is understood).
The k-module of all k-derivations from A to M is denoted

Der(A,M).

We also write Derk(A,M) when we want to emphasize dependence on the
ground ring k. Suppose in addition that f ∈ Im(d∗1), that is, f = d∗1(g) for
some g in HomAe(A⊗2,M). The function g is determined by its value on
1⊗ 1, say m. Then

d∗1(g)(1⊗ a⊗ 1) = g(d1(1⊗ a⊗ 1))

= g(a⊗ 1− 1⊗ a)

= ag(1⊗ 1)− g(1⊗ 1)a = am−ma.

That is, d∗1(g) corresponds to the inner k-derivation from A to M defined by
the elementm. Conversely, any inner k-derivation will determine an element
of Im(d∗1). The k-module of all inner k-derivations from A to M is denoted

InnDer(A,M).

We have shown that

HH1(A,M) ∼= Der(A,M)/ InnDer(A,M).

In particular, if M = A, then HH1(A) is isomorphic to the k-module of
derivations of A modulo inner derivations, also called outer derivations. If
A is commutative, the zero function is the only inner derivation, so in this
case, the k-module of outer derivations, HH1(A), is simply the k-module
of derivations of A. Some results on when HH1(A) vanishes and further
discussion are in a paper of Buchweitz and Liu [40].

It can be shown that Hochschild homology in degree 1, HH1(A,M), is
isomorphic to the kernel of the canonical map I ⊗Ae M → IM , where I
is the kernel of multiplication π : A ⊗ A → A. See Exercise 1.2.8 in case
k is a field. For more details in the general case, see [223, §9.2], where
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12 1. Historical Definitions and Basic Properties

a connection to Kähler differentials of commutative algebras is also given.
In Section 4.2, we will identify I with the space Ω1

ncA of noncommutative
Kähler differentials.

Degree 2. By Definition 1.1.13, HH2(A,M) = Ker(d∗3)/ Im(d∗2). Let f ∈
HomAe(A⊗4,M). Then f is in Ker(d∗3) if and only if for all a, b, c ∈ A,

0 = d∗3(f)(1⊗ a⊗ b⊗ c⊗ 1)

= f(d3(1⊗ a⊗ b⊗ c⊗ 1))

= f(a⊗ b⊗ c⊗ 1− 1⊗ ab⊗ c⊗ 1 + 1⊗ a⊗ bc⊗ 1− 1⊗ a⊗ b⊗ c)

= af(1⊗ b⊗ c⊗ 1)− f(1⊗ ab⊗ c⊗ 1) + f(1⊗ a⊗ bc⊗ 1)

−f(1⊗ a⊗ b⊗ 1)c.

Identifying f with a function in Homk(A
⊗2,M) under the isomorphism

HomAe(A⊗4,M) ∼= Homk(A
⊗2,M) of (1.1.11), we find that f ∈ Ker(d∗3)

if and only if

(1.2.2) af(b⊗ c) + f(a⊗ bc) = f(ab⊗ c) + f(a⊗ b)c

for all a, b, c ∈ A. A calculation shows that the image of d∗2 may be identified
with the k-module of all functions f in Homk(A⊗A,M) given by

(1.2.3) f(a⊗ b) = ag(b)− g(ab) + g(a)b

for some g ∈ Homk(A,M).

We will see in Section 4.2 that Hochschild 2-cocycles, that is, func-
tions satisfying equation (1.2.2), define algebra structures on the A-bimodule
A⊕M . These algebras are called square-zero extensions, and they arise in
connection with smoothness of algebras. In the case that M = A, equation
(1.2.2) gives rise to infinitesimal deformations of A as discussed in Chap-
ter 5. There we will develop algebraic deformation theory and we will see
that obstructions to lifting a Hochschild 2-cocycle to a formal deformation
lie in HH3(A). We will also see that functions f satisfying (1.2.3) for some
g, that is, Hochschild 2-coboundaries, correspond to deformations isomor-
phic to the original algebra. In this way, each formal deformation, up to
isomorphism, will have associated to it an element of HH2(A).

Actions of the center of A. In the interpretation of HH0(A) as the center
Z(A) of A, some actions of Z(A) take on a broader meaning. We present
these actions of Z(A) here, and extend them to actions of HH∗(A) in Sec-
tions 1.3 and 2.5. First note that Z(A) acts on HomAe(U, V ) for any two
Ae-modules U, V by

(1.2.4) (a · f)(u) = af(u)
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for all a ∈ Z(A), u ∈ U , and f ∈ HomAe(U, V ). Taking U = A⊗(n+2) and
V = A, this action commutes with the differentials on the bar complex,
inducing an action of Z(A) on HHn(A) under which HHn(A) becomes a
Z(A)-module. Identifying Z(A) with HH0(A) as described above, this is
an action of HH0(A) on HHn(A) for each n, thus on HH∗(A). In the next
section, this action will be extended to a graded product on HH∗(A). In
Section 2.5, the action of Z(A) on HomAe(U, V ) will be extended to an
action of HH∗(A) on Ext∗Ae(U, V ).

The action of Z(A) on HH∗(A) described above has some useful conse-
quences. For example, let 1 = e1 + · · · + ei be an expansion of the multi-
plicative identity of A as the sum of a set of orthogonal central idempotents
e1, . . . , ei. (That is, each ej is central in A and ejel = δj,lej for all j, l,

where δj,l is the Kronecker delta.) Then A =
⊕i

j=1Aej , a direct sum of
ideals Aej = ejA = ejAej of A. This leads to a similar decomposition

HomAe(U,A) =
⊕i

j=1HomAe(U, ejA) for any Ae-module U , and further,

(1.2.5) HH∗(A) ∼=
i⊕

j=1

HH∗(ejA) ∼=
i⊕

j=1

ej HH
∗(A).

Here we view the ideal ejA of A itself as an algebra with multiplicative
identity ej, and we may identify ej HH

∗(A) with HH∗(ejA) in this expansion,
under the action of Z(A) on HH∗(A).

Exercise 1.2.6. Verify the isomorphism (1.2.1).

Exercise 1.2.7. Describe all k-derivations of k[x] with the help of Exam-
ple 1.1.18 and the connection to Hochschild cohomology explained in this
section.

Exercise 1.2.8. Let k be a field, and let I be the kernel of the multiplication
map π : A⊗A → A. Show that HH1(A,M) is isomorphic to the kernel of the
map I⊗AeM → IM given by

∑
i(ai⊗bi)⊗Aem �→

∑
i aimbi. (Hint: Consider

the short exact sequence 0 → I → Ae π−→ A → 0 and use Exercise 1.1.26,
noting that HH1(A,A

e) = 0 since Ae is flat as an Ae-module.)

Exercise 1.2.9. Find the action of Z(A) on HH∗(A) in each case:

(a) A = k[x] as in Example 1.1.18.

(b) A = k[x]/(xn) as in Example 1.1.21.

1.3. Cup product

Hochschild cohomology HH∗(A) is a graded k-module by its definition.
(That is, it is graded by N, which we understand to include 0.) We will see
next that it has an associative product making it into a graded commutative
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14 1. Historical Definitions and Basic Properties

algebra, that is, homogeneous elements commute up to a sign determined
by homological degrees. (See Theorem 1.4.6 below.) We define this product
at the chain level for functions on the bar complex (1.1.4) in Definition 1.3.1
below. In fact the cup product is the unique associative product on HH∗(A)
satisfying some basic conditions (see Sanada [188]). There are many equiv-
alent definitions of this associative product on HH∗(A), particularly in case
k is a field, making it very versatile. We give some of these other definitions
in Chapter 2.

We again use the isomorphism (1.1.11) to identify HomAe(A⊗(n+2),M)
with Homk(A

⊗n,M) as a k-module. As in (1.1.12),

C∗(A,M) ∼=
⊕
n≥0

Homk(A
⊗n,M),

the k-module of Hochschild cochains on A with coefficients in M . In what
follows we will take M = A.

Definition 1.3.1. Let f ∈ Homk(A
⊗m, A) and g ∈ Homk(A

⊗n, A). The

cup product f � g is the element of Homk(A
⊗(m+n), A) defined by

(1.3.2)
(f � g)(a1 ⊗ · · · ⊗ am+n) = (−1)mnf(a1 ⊗ · · · ⊗ am)g(am+1 ⊗ · · · ⊗ am+n)

for all a1, . . . , am+n ∈ A. If m = 0, we interpret this formula to be

(f � g)(a1 ⊗ · · · ⊗ an) = f(1)g(a1 ⊗ · · · ⊗ an),

and similarly if n = 0.

Remark 1.3.3. The historical definition of cup product, used by many
authors, does not include the factor (−1)mn. Our choice here will be more
convenient with respect to our sign conventions, and also agrees with much
of the literature. The difference is not so essential, since at the level of
cohomology, this product is graded commutative, as we will see.

By its definition, the cup product is associative. A sign modification
makes the k-module C∗(A,A) of Hochschild cochains a differential graded
algebra, that is, a graded algebra (i.e., Ci(A,A) � Cj(A,A) ⊆ Ci+j(A,A))
with a graded derivation of degree 1 and square 0. Precisely, for an m-
cochain f , let ∂(f) = (−1)md∗m+1(f) and similarly for g, f � g. Then

(1.3.4) ∂(f � g) = (∂(f)) � g + (−1)mf � (∂(g)).

(If we omit the factor (−1)mn in the definition (1.3.2) of cup product, then
C∗(A,A) is a differential graded algebra without modifying the sign of the
differential. Note that the cohomology is the same in either case.) A conse-
quence of equation (1.3.4) is that this cup product � induces a well-defined
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graded associative product on Hochschild cohomology, which we denote by
the same symbol:

� : HHm(A)×HHn(A) → HHm+n(A).

Remark 1.3.5. More generally, if B is an A-bimodule that is also an algebra
for which a(bb′) = (ab)b′, (bb′)a = b(b′a), and (ba)b′ = b(ab′) for all a ∈ A
and b, b′ ∈ B, a calculation shows that a formula analogous to (1.3.2) induces
a product on HH∗(A,B). This condition is satisfied, for example, if A is a
subalgebra of B and the A-bimodule structure of B is given by left and right
multiplication.

We have seen that in degree 0, the Hochschild cohomology k-module
HH0(A) is isomorphic to Z(A), the center of the algebra A. As a consequence
of the definition, the cup product of two elements in degree 0 is precisely
the product of the corresponding elements in Z(A), and the cup product
of an element in arbitrary degree n with a degree 0 element corresponds to
multiplying the values of a representative function by an element in Z(A).
This agrees with the HH0(A)-module structure on Hochschild cohomology
HH∗(A) given by equation (1.2.4). Sometimes this is enough information to
determine the full structure of HH∗(A) as a ring under cup product, such
as in the following example.

Example 1.3.6. We return to Example 1.1.18, letting k be a field and
A = k[x]. We describe the cup product using only general properties
and the graded vector space structure. We found that HH0(k[x]) ∼= k[x],
HH1(k[x]) ∼= k[x], and HHn(k[x]) = 0 for n > 1, and so as a graded vector
space,

(1.3.7) HH∗(k[x]) ∼= k[x]⊕ k[x],

with the first copy of k[x] in degree 0 and the second in degree 1. We will
describe cup products on HH∗(k[x]) in view of this expression. In degree 0,
the cup product is simply multiplication on k[x]. Likewise, the product of
an element in degree 0 with an element in degree 1 corresponds to multi-
plication on k[x], with the result having degree 1 (see Exercise 1.2.9(a)).
Since HH2(k[x]) = 0, the product of two elements in degree 1 is 0. Thus
we know all cup products on HH∗(k[x]). To express this algebraic struc-
ture more compactly, denote by y the copy of the multiplicative identity of
k[x] that is in the degree 1 component in expression (1.3.7). We may then
rewrite (1.3.7) as

HH∗(k[x]) ∼= k[x]⊕ k[x]y

with the first summand k[x] the degree 0 component and the second sum-
mand k[x]y the degree 1 component (treating y as a place holder). By our
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16 1. Historical Definitions and Basic Properties

above description of products, we now see that y2 = 0 and

HH∗(k[x]) ∼= k[x, y]/(y2)

as a k-algebra, where |x| = 0 and |y| = 1. (The notation |x|, |y| here refers
to their homological degrees.)

We have noted that the cup product is associative as a direct consequence
of formula (1.3.2). Associativity can also be deduced readily from each of
the equivalent definitions of cup product that will be given in Chapter 2.

We will next turn to our claim that the cup product is graded commu-
tative. This may be shown in many different ways. It may be proven by
induction, as in [188]. Another proof uses two of the equivalent definitions
of the product, namely the Yoneda product of Section 2.2 and the tensor
product of Section 2.3, and the observation that the latter is an algebra
homomorphism over the former (see [211]). Yet another proof uses tensor
products of generalized extensions and an argument similar to the proof of
Theorem 2.5.5 below (see [201, Theorem 1.1] and some discussion in Sec-
tion 2.4). Our proof in the next section takes the more concrete historical
approach of Gerstenhaber [82]. This proof is connected to the first appear-
ance of the graded Lie bracket on Hochschild cohomology, also defined in
the next section.

Exercise 1.3.8. Verify formula (1.3.4). For comparison, derive a similar
formula for d∗m+n+1(f � g).

Exercise 1.3.9. Let B be an algebra and A a subalgebra of B. Con-
sider B to be an A-bimodule under left and right multiplication. Let f ∈
Homk(A

⊗m, A), g ∈ Homk(A
⊗n, B). Define f � g ∈ Homk(A

⊗(m+n), B)
by a formula analogous to (1.3.2). Show that this induces a well-defined
product on HH∗(A,B). (More generally, see Remark 1.3.5.)

Exercise 1.3.10. Let M be an A-bimodule. Let f ∈ Homk(A
⊗m, A) and

g ∈ Homk(A
⊗n,M). Define f · g ∈ Homk(A

⊗(m+n),M) by

(f · g)(a1 ⊗ · · · ⊗ am+n) = (−1)mnf(a1 ⊗ · · · ⊗ am)g(am+1 ⊗ · · · ⊗ am+n)

for all a1, . . . , am+n ∈ A. Show that this induces a well-defined action of
HH∗(A) on HH∗(A,M) (cf. Section 2.5 below).

1.4. Gerstenhaber bracket

Together with addition and cup product, Hochschild cohomology HH∗(A)
has another binary operation. We define this operation at the chain level
on the bar complex (1.1.4) in this section, allowing k to be an arbitrary
commutative ring. In Chapter 6, under the assumption that k is a field,
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1.4. Gerstenhaber bracket 17

we will examine equivalent definitions by way of other projective resolutions
and exact sequences.

Definition 1.4.1. Let f ∈ Homk(A
⊗m, A) and g ∈ Homk(A

⊗n, A). Their
Gerstenhaber bracket [f, g] is defined at the chain level to be the element of
Homk(A

⊗(m+n−1), A) given by

[f, g] = f ◦ g − (−1)(m−1)(n−1)g ◦ f,
where the circle product f ◦ g generalizes composition of functions and is
defined by

(f ◦ g)(a1 ⊗ · · · ⊗ am+n−1)

=
m∑
i=1

(−1)uf(a1⊗· · ·⊗ai−1⊗g(ai⊗· · ·⊗ai+n−1)⊗ai+n⊗· · ·⊗am+n−1),

in which u = (n− 1)(i− 1), and similarly for g ◦ f . If m = 0, then f ◦ g = 0
(as indicated by the empty sum), while if n = 0, then the formula should
be interpreted as taking the value g(1) in place of g(ai ⊗ · · · ⊗ ai+n−1) (as
indicated by the empty tensor product).

Related to the Gerstenhaber bracket is the divided square operation.

Definition 1.4.2. Let m be a nonnegative integer and f ∈ Homk(A
⊗m, A).

Assume that the characteristic of k is 2 or m is even. The divided square
Sq(f) of f is defined by

Sq(f) = f ◦ f,
where the circle product is as in Definition 1.4.1.

The following lemma may be proven by direct computation on the bar
complex (1.1.4) as in [82]. For ease of notation, as is common, we leave out
subscripts on the differentials.

Lemma 1.4.3. Let f ∈ Homk(A
⊗m, A), g ∈ Homk(A

⊗n, A), and h ∈
Homk(A

⊗p, A). Then

(i) [f, g] = −(−1)(m−1)(n−1)[g, f ],

(ii) (−1)(m−1)(p−1)[f, [g, h]] + (−1)(n−1)(m−1)[g, [h, f ]]

+(−1)(p−1)(n−1)[h, [f, g]] = 0,

(iii) d∗([f, g]) = (−1)n−1[d∗(f), g] + [f, d∗(g)].

Property (i) is graded anticommutativity of the bracket, where we shift
the homological degrees of f , g by −1. Property (ii) is the graded Jacobi
identity. From these properties and Definition 1.4.1, we see that the k-
module of Hochschild cochains C∗(A,A) =

⊕
n≥0Homk(A

⊗n, A) is a graded

Lie algebra. Property (iii) and a sign modification further make it a dif-
ferential graded Lie algebra, that is, a graded Lie algebra with a graded
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18 1. Historical Definitions and Basic Properties

derivation δ of degree 1 and square 0: letting δ(f) = (−1)m−1d∗(f) for all
f ∈ Homk(A

⊗m, A), by Lemma 1.4.3(iii) we have

δ([f, g]) = [δ(f), g] + (−1)m−1[f, δ(g)].

It follows from Lemma 1.4.3 that Hochschild cohomology HH∗(A) is a graded
Lie algebra. Moreover, HH1(A) is a Lie algebra over which HH∗(A) is a
module.

Remark 1.4.4. We emphasize that the degree of a cochain here is shifted
by 1 from its homological degree, so that the cochain f in Homk(A

⊗m, A)
has degree m− 1 when considering the Lie structure. Some authors choose
notation to clarify this distinction, introducing a shift operator that shifts
degree when needed. We will instead point out whenever we are using this
shifted degree for functions f and corresponding elements of Hochschild co-
homology, and will always denote this shifted degree by |f |−1, reserving the
notation |f | exclusively for the homological degree m of the corresponding
element of HHm(A).

Gerstenhaber [82] more generally developed the notion of a pre-Lie al-
gebra for handling the circle product and bracket operations and proving
results about the Lie structure. The details are very informative and may
be found in his paper.

Recall that π : A ⊗ A → A denotes the multiplication map. The fol-
lowing lemma may be proven by tedious direct computation. See also [82],
taking care to convert the cup product there to our cup product as in Defi-
nition 1.3.1 (see Remark 1.3.3).

Lemma 1.4.5. Let f ∈ Homk(A
⊗m, A) and g ∈ Homk(A

⊗n, A). Then

(i) (−1)mnf � g − g � f
= (d∗(g)) ◦ f + (−1)md∗(g ◦ f) + (−1)m−1g ◦ (d∗(f)),

(ii) [f, π] = −d∗(f).

The following theorem is a consequence of Lemma 1.4.5(i).

Theorem 1.4.6. Let A be an associative algebra over the commutative ring
k. The cup product on HH∗(A) is graded commutative, that is, for all α ∈
HHm(A) and β ∈ HHn(A),

α � β = (−1)mnβ � α.

Proof. Let f ∈ Homk(A
⊗m, A) and g ∈ Homk(A

⊗n, A) be cocycles, that is,
d∗(f) = 0 and d∗(g) = 0. By Lemma 1.4.5(i),

(−1)mnf � g = g � f + (−1)md∗(g ◦ f).
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1.4. Gerstenhaber bracket 19

The images α and β in HH∗(A) of f and g thus satisfy

α � β = (−1)mnβ � α.

�

As we have seen, a consequence of Lemma 1.4.3(iii) is that the bracket
[ , ], as defined at the cochain level, induces a well-defined operation on
HH∗(A). Now we note that a consequence of Lemma 1.4.5(i) is that the
divided square operation Sq, as defined at the cochain level, induces a well-
defined operation on HH∗(A) in case char(k) = 2 and on its subalgebra
generated by homogeneous even degree elements in case char(k) = 2. Next
we state a further property satisfied by the bracket on Hochschild cohomol-
ogy. For a proof, see [82, Corollary 1 of Theorem 5], where at the cochain
level, the difference of the left and right sides of the stated equation in the
lemma is shown to be a specific coboundary.

Lemma 1.4.7. Let α ∈ HHm(A), β ∈ HHn(A), and γ ∈ HHp(A). Then

[γ, α � β] = [γ, α] � β + (−1)m(p−1)α � [γ, β].

As a consequence of the lemma, for each γ, the operation [γ,−] is a
graded derivation with respect to cup product. Moreover, Hochschild coho-
mology is a Gerstenhaber algebra (sometimes also called a G-algebra), as
we define next.

Definition 1.4.8. A Gerstenhaber algebra (H,�, [ , ]) is a free Z-graded
k-module H for which (H,�) is a graded commutative associative alge-
bra, (H, [ , ]) is a graded Lie algebra with bracket [ , ] of degree −1 and
corresponding degree shift by −1 on elements, and

[γ, α � β] = [γ, α] � β + (−1)|α|(|γ|−1)α � [γ, β]

for all homogeneous α, β, γ in H.

Theorem 1.4.9. Hochschild cohomology HH∗(A) is a Gerstenhaber algebra.

Proof. The main properties to prove are dealt with in Theorem 1.4.6 and
Lemmas 1.4.3 and 1.4.7. �

In Chapter 6 we will examine the Gerstenhaber bracket in more detail,
including ways to define it for functions on an arbitrary resolution indepen-
dent of the bar resolution, and on generalized extensions.

Exercise 1.4.10. Show that if char(k) = 2 and f is a Hochschild cocycle
of homogeneous even degree, then Sq(f) = 1

2 [f, f ].

Exercise 1.4.11. Verify Lemma 1.4.3(i) and (ii) by direct computation.
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20 1. Historical Definitions and Basic Properties

Exercise 1.4.12. Verify that the bracket [ , ], as defined at the cochain level,
induces a well-defined operation on HH∗(A) by Lemma 1.4.3(iii). Similarly
verify that the divided square operation Sq is well-defined on cohomology.

Exercise 1.4.13. Verify all other properties of the Gerstenhaber bracket
stated in this section either by direct computation or by reading the veri-
fications in [82], taking care to convert the cup product there to our cup
product as in Definition 1.3.1 (see Remark 1.3.3).

1.5. Cap product and shuffle product

The cap product is an action of HH∗(A) on HH∗(A). The shuffle product is
an associative and graded commutative product on HH∗(A) for commutative
algebras A. We define these products in this section.

The cap product is a specific pairing between Hochschild homology and
cohomology modules, that is, a function

HHn(A)⊗HHm(A)
�−−→ HHn−m(A),

defined at the chain level as follows. (We set HHi(A) equal to 0 for all
i < 0.) Identify A ⊗Ae A⊗(n+2) with A ⊗ A⊗n via the isomorphism (1.1.8)
with M = A, symbolically representing an element of HHn(A) at the chain
level by a sum of elements of the form a0 ⊗ · · · ⊗ an in A⊗A⊗n.

Definition 1.5.1. Let f ∈ Homk(A
⊗m, A) be a function representing an

element of HHm(A). The cap product of f with a0 ⊗ · · · ⊗ an is defined by

(a0⊗ a1⊗ · · · ⊗ an) 	 f = (−1)m(n−m)a0f(a1⊗ · · ·⊗ am)⊗ am+1⊗ · · ·⊗ an.

This formula induces a well-defined function from HHn(A)⊗HHm(A) to
HHn−m(A) as claimed: assuming that

∑
i a

i
0 ⊗ · · · ⊗ ain is a cycle for some

aij ∈ A, and that f ∈ Homk(A
⊗m, A) is a cocycle, one sees that their cap

product is a cycle by rewriting the image of the differential on
∑

i a
i
0⊗· · ·⊗ain

in such a way as to take advantage of the relation d∗m+1(f) = 0. Thus the
cap product of a cocycle with a cycle is a cycle. Similarly one sees that the
cap product of a coboundary with a cycle, or of a cocycle with a boundary,
is a boundary. By its definition, the cap product gives HH∗(A) the structure
of a right HH∗(A)-module.

Example 1.5.2. Let k be a field and A = k[x], as in Example 1.1.18. By our
work in that example, we see that HH∗(A) is a free A-module. In degree 0,
HH0(A) ∼= A acts on this free A-module in the canonical way. Let V be
the one-dimensional vector space with basis x. We identify HH1(A) with
A⊗ V ∗, where V ∗ = Homk(V, k) is the dual vector space, and HH1(A) with
A ⊗ V (see Exercise 1.1.25). The resolution (1.1.19) may be embedded in
the bar resolution (1.1.4) by identifying the two resolutions in degree 0 and
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1.5. Cap product and shuffle product 21

by mapping a⊗ b in k[x]⊗k[x] in degree 1 to a⊗x⊗ b in the bar resolution.
A calculation shows that this is a chain map. (See Section 3.4 for a more
general embedding for Koszul algebras.) A further calculation shows that
the action of HH1(A) ∼= A ⊗ V ∗ on HH1(A) ∼= A⊗ V under cap product is
multiplication in the first tensor factor and evaluation in the second.

For the rest of this section, assume that A is a commutative k-algebra.
The shuffle product, defined next, is a product on Hochschild homology
HH∗(A) in this commutative case. Let Sn denote the symmetric group on
n symbols, and let sgn denote its sign character, that is, sgn takes even
permutations to 1 and odd permutations to −1. We will need the subset
Sp,q of (p, q)-shuffles of the symmetric group Sp+q, defined next.

Definition 1.5.3. For nonnegative integers p and q, a (p, q)-shuffle is an
element σ of the symmetric group Sp+q for which σ(i) < σ(j) whenever
1 ≤ i < j ≤ p or p + 1 ≤ i < j ≤ p + q. Let Sp,q denote the subset of Sp+q

consisting of all (p, q)-shuffles.

Identify A⊗AeA⊗(n+2) with A⊗(n+1) via the isomorphism (1.1.8), taking
M = A.

Definition 1.5.4. Let A be a commutative k-algebra. The shuffle product
on HH∗(A) is defined at the chain level by

(a0 ⊗ a1 ⊗ · · · ⊗ ap) · (a′0 ⊗ ap+1 ⊗ · · · ⊗ ap+q)

=
∑

σ∈Sp,q

(sgnσ)a0a
′
0 ⊗ aσ−1(1) ⊗ · · · ⊗ aσ−1(p+q)

for all a0, . . . , ap+q ∈ A.

The shuffle product is indeed well-defined on HH∗(A): the given mul-
tiplication formula can be shown to define a chain map from the tensor
product complex C∗(A,A) ⊗ C∗(A,A) (see Section A.5) to C∗(A,A). It
follows that the product of a cycle with a cycle is again a cycle, and the
product of a cycle with a boundary is a boundary. Also see [223, §9.4.1] for
a more general context.

Theorem 1.5.5. Let A be a commutative k-algebra. Then HH∗(A) is a
graded commutative k-algebra under the shuffle product.

Proof. Compose each σ in Sp,q with the (p, q)-shuffle τ given by

τ(1) = p+ 1, . . . , τ(q) = p+ q, τ(q + 1) = 1, . . . , τ(p+ q) = p.

This interchanges a shuffle product and its opposite, up to the sign (−1)pq =
sgn τ . �
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22 1. Historical Definitions and Basic Properties

Exercise 1.5.6. Verify that the cap product is well-defined and gives
HH∗(A) the structure of a right HH∗(A)-module.

Exercise 1.5.7. Verify the details in Example 1.5.2 by explicitly calculating
the action of HH1(A) on HH1(A).

Exercise 1.5.8. Verify that the shuffle product is well-defined.

Exercise 1.5.9. Let k be a field and let A = k[x], as in Example 1.1.18.
Show that HH∗(A) ∼= k[x, y]/(y2) as a graded algebra under shuffle product,
where |x| = 0, |y| = 1.

Exercise 1.5.10. Let A = k[x]/(x2). Find the structure of HH∗(A) under
shuffle product.

1.6. Harrison cohomology and Hodge decomposition

In this section, let k be a field of characteristic 0, and let A be a commu-
tative k-algebra. We use the bar complex to define Harrison cohomology,
a variant of Hochschild cohomology defined specifically in this setting. In
turn, Harrison cohomology is one summand in the Hodge decomposition of
Hochschild cohomology, also defined in this section.

Recall Definition 1.5.3 of (p, q)-shuffles Sp,q.

Definition 1.6.1. Let k be a field of characteristic 0, let A be a commutative
k-algebra, and let f ∈ Homk(A

⊗n, A). We call f a Harrison cochain if∑
σ∈Sp,q

(sgnσ)f(aσ−1(1) ⊗ · · · ⊗ aσ−1(n)) = 0

for each pair p, q for which p+q = n and all a1, . . . , an ∈ A. It can be shown
that the Harrison cochains form a subcomplex of the complex of Hochschild
cochains. The cohomology of this subcomplex is the Harrison cohomology
of A.

Details on Harrison cohomology may be found in [85, §4] or [107].
Barr [19] first discovered that Harrison cohomology is a direct summand
of Hochschild cohomology. The corresponding decomposition of Hochschild
cohomology can be refined to obtain the Hodge decomposition (1.6.2) below,
as we see next.

For each r, consider the following element of the group algebra kSn:

sr,n−r =
∑

σ∈Sr,n−r

(sgnσ)σ,

where the sum is taken over all (r, n− r)-shuffles as in Definition 1.5.3. Let

sn =

n−1∑
r=1

sr,n−r.
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1.6. Harrison cohomology and Hodge decomposition 23

By [84, Theorem 1.2], each sn may be written as a sum,

sn = λ1en(1) + · · ·+ λnen(n),

where λi = 2i − 2 and for each j,

en(j) =
∏
i
=j

(λj − λi)
−1

∏
i
=j

(sn − λi)

in the group algebra kSn. The elements en(j) are the Eulerian idempotents;
for each n, the set {en(1), . . . , en(n)} is a set of orthogonal idempotents
whose sum is 1 in kSn. These idempotents may be defined equivalently by
a generating function due to Garsia [80]:

n∑
j=0

en(j)x
j =

1

n!

∑
σ∈Sn

(sgnσ)(x− dσ)(x− dσ + 1) · · · (x− dσ + n− 1)σ,

where dσ denotes the number of descents in σ, that is, the number of ele-
ments i with σ(i) > σ(i+ 1). See [146, §4.5] for Eulerian idempotents in a
general setting and resulting decompositions of Hochschild homology.

Consider the action of the symmetric group Sn on A⊗(n+2) by permuta-
tion of n tensor factors (excluding the outermost two), that is,

σ(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1) = a0 ⊗ aσ−1(1) ⊗ · · · ⊗ aσ−1(n) ⊗ an+1

for all σ ∈ Sn and a0, . . . , an+1 ∈ A. The resulting actions of the Eulerian
idempotents on the bar complex commute with the differentials in the sense
that dnen(j) = en−1(j)dn for all n, j as functions on A⊗(n+2). Consider

the corresponding right action of Sn on HomAe(A⊗(n+2), A). The complex
C∗(A,A) of (1.1.10) has a direct sum decomposition induced by this action
and the Eulerian idempotents, and so does Hochschild cohomology HH∗(A):
for each n,

(1.6.2) HHn(A) =
n⊕

j=1

HHn(A)en(j),

called the Hodge decomposition (or the λ-decomposition) [146, Theorem
4.5.10]. The component HHn(A)en(1) is precisely the Harrison cohomol-
ogy in degree n [146, Proposition 4.5.13]. The component HHn(A)en(n)
consists of the skew multiderivations

∧
A(Der(A)) [146, Theorem 4.5.12].

The Hodge decomposition (1.6.2) is due independently to Gerstenhaber
and Schack [84] and Loday [145]. Ronco [186] explained this decomposition
in the larger setting of André-Quillen homology [179]. Vigué-Poirrier [218]
generalized it to differential graded commutative algebras. Other group
actions on the cochains C∗(A,A) lead to other decompositions of Hochschild
cohomology, for example, Bergeron and Bergeron [27] considered an action
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24 1. Historical Definitions and Basic Properties

of signed permutations and thereby obtained a decomposition analogous
to (1.6.2) for algebras with involution.

Exercise 1.6.3. For small values of n, find the Eulerian idempotents en(j)
using either of the two equivalent definitions given in this section. Verify
that HHn(A)en(1) is indeed isomorphic to Harrison cohomology in degree n.
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Chapter 2

Cup Product and
Actions

We now examine in much greater detail the cup product on Hochschild co-
homology, given in Definition 1.3.1 on the bar resolution. In this book, we
will often work with resolutions other than bar resolutions, or with gener-
alized extensions (that is, the n-extensions of Section A.3), so definitions of
the cup product involving arbitrary resolutions or extensions are essential.
We give several such equivalent definitions in this chapter. We also define
actions of Hochschild cohomology rings on Ext spaces of modules.

We make the simplifying assumption from now on that k is a field,
and we use the resulting identification (1.1.15) of Hochschild homology and
cohomology spaces with Tor and Ext spaces.

2.1. From cocycles to chain maps

The first equivalent definition of cup product, in the next section, uses a
construction of chain maps from cocycles that we recall in this section. This
construction is general in that the same technique can be used to obtain a
chain map corresponding to a homogeneous element of any Ext space (see
Exercise 2.1.2). We present here the more specific case that we will use in
this chapter and frequently throughout the book.

Let P � be any projective resolution of A as an Ae-module with differential
d � (see Section A.2). Let g ∈ HomAe(Pn, A) be a cocycle, that is, gdn+1 = 0,

25
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26 2. Cup Product and Actions

viewed in a commutative diagram as:

· · · �� Pn+1

0
���

��
��

��
�

dn+1
�� Pn

dn ��

g

��

Pn−1
dn−1

�� · · · d1 �� P0
ε �� A �� 0

A

Extend g to a chain map g � : P � → P � as follows. (More precisely, it will be
a chain map from P � to the shifted complex P �[−n] where we take the zero
map on Pi if i < n; see Section A.1.) Let Kn = Ker(dn−1) = Im(dn), and
note that Kn

∼= Pn/ Im(dn+1). As in diagram (A.2.4), let εn : Pn → Kn

denote the quotient map and in : Kn → Pn−1 the inclusion map. Since g is a
cocycle, it factors through Kn. Denote by g the map from Kn to A for which
gεn = g. We illustrate these maps by modifying the earlier commutative
diagram:
(2.1.1)

· · ·
dn+1

�� Pn
dn ��

g

��

εn

���
��

��
��

� Pn−1
dn−1

�� · · · d1
�� P0

ε �� A �� 0

Kn

in
����������

g
����
��
��
��

A

From there we extract the sequence

· · ·
dn+3

�� Pn+2
dn+2

�� Pn+1
dn+1

�� Pn
εn �� Kn

�� 0,

which is a projective resolution of Kn as an Ae-module. We rewrite dia-
gram (2.1.1) to focus on this part, and apply the Comparison Theorem (The-
orem A.2.7) which guarantees existence of maps gi : Pn+i → Pi (i ≥ 0) that
commute with the differentials, or more precisely, gi : Pn+i → P [−n]n+i,
where P [−n] � is the shifted complex with differentials (−1)ndi (see Sec-
tion A.1). We obtain the following commutative diagram:

· · · �� Pn+2
dn+2

��

g2
��
�
�
�

Pn+1
dn+1

��

g1
��
�
�
�

Pn
εn ��

g0
��
�
�
�

g

���
��

��
��

� Kn
��

g

��

0

· · · �� P2
(−1)nd2

�� P1
(−1)nd1

�� P0
ε �� A �� 0

We give some details of the maps gi that are guaranteed by the Com-
parison Theorem, as we will use them often. Take gi to be the zero map
if i < 0. Since ε maps P0 surjectively onto A, and Pn is projective, there
is a map g0 : Pn → P0 such that εg0 = g. We claim that the image of
g0dn+1 is contained in K1. To see this, note that K1 = Ker ε and that
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2.2. Yoneda product 27

0 = gdn+1 = εg0dn+1, so the image of g0dn+1 is contained in Ker ε = K1.
Now, since g0dn+1 maps to K1, P1 surjects onto K1 via d1, and Pn+1 is pro-
jective, there is a map g1 : Pn+1 → P1 such that (−1)nd1g1 = g0dn+1. Once
again, we see that the image of g1dn+2 is contained in K2, and this ensures
existence of g2 : Pn+2 → P2, and so on. By the Comparison Theorem, the
chain map g � is unique up to chain homotopy.

Exercise 2.1.2. Generalize the construction given in this section. Let B
be a ring. Let P � and Q � be projective resolutions of B-modules U and V ,
and let g ∈ HomB(Pn, V ) be a cocycle, so that g represents an element of
ExtnB(U, V ). Let ε : Q0 → V be the augmentation map of the resolution Q �.
Show that there exists a chain map g � : P � → Q �[−n] for which g = εg0.

Exercise 2.1.3. Let A = k[x], and let P � be the resolution in Exam-
ple 1.1.18. Letting g be any nonzero 1-cocycle, find g0. Explain that gi
is the zero map for all i ≥ 1.

2.2. Yoneda product

In this section, we give a second definition of product on Hochschild coho-
mology HH∗(A) that is sometimes called the Yoneda product. We will define
this product at the chain level on any resolution as a composition of chain
maps. Then we will show that for the bar resolution, this definition is indeed
equivalent to the cup product as defined by equation (1.3.2). We will use
the same notation � for this product in anticipation of our proof that it is
equivalent to that in Definition 1.3.1.

Let P � be any projective resolution of A as an Ae-module. Let f ∈
HomAe(Pm, A) and g ∈ HomAe(Pn, A) be cocycles. Extend g to a chain
map g � : P � → P [−n] � as described in Section 2.1. The map f � g ∈
HomAe(Pm+n, A) is defined to be the composition fgm:

(2.2.1) f � g = fgm.

This composition may be viewed in a diagram:

· · · �� Pm+n
dm+n

��

gm

��

· · ·
dn+2

�� Pn+1
dn+1

��

g1
��

Pn

g0
��

g

		
��

��
��

��

· · · �� Pm
(−1)ndm

��

f
��

· · ·
(−1)nd2

�� P1
(−1)nd1

�� P0
ε �� A �� 0

A

Note that f � g is a cocycle because f is a cocycle and g � is a chain map.
Since g � is unique up to chain homotopy, a different such chain map g′�
results in a cohomologous cocycle fg′m. If f is a coboundary, then f � g
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is a coboundary since g � is a chain map. If g is a coboundary, we claim
that we may set gm = 0 for all m ≥ 1. To see this, write g = hdn for
a cochain h ∈ HomAe(Pn−1, A). By projectivity of Pn−1, there is a map
h′ : Pn−1 → P0 such that εh′ = h. Setting g0 = h′dn and g1 = 0, we
find that −d1g1 = g0dn+1 = h′dndn+1 = 0. Now we may set gm = 0 for
all m > 1 as well. Hence f � g = 0 at the chain level in this case when
m ≥ 1. We thus see that this cup product, given at the chain level, induces
a well-defined product on cohomology.

Equivalently, we may identify both cocycles f, g with choices of chain
maps f �, g � that they induce as described above, in which case f � g may be
identified at the chain level with a composition of chain maps, as indicated
by a commuting diagram:

· · · �� Pm+n+1
dm+n+1

��

gm+1

��

Pm+n
dm+n

��

gm

��

· · ·
dn+2

�� Pn+1
dn+1

��

g1

��

Pn

g0

��

· · · �� Pm+1
(−1)ndm+1

��

f1
��

Pm
(−1)ndm

��

f0
��

· · ·
(−1)nd2

�� P1
(−1)nd1

�� P0

· · · �� P1
(−1)m+nd1

�� P0

Again, at the level of cohomology, this does not depend on choices. Filling
in missing components and arrows, we obtain a chain map (f � g) �, an
element of HomAe(P �, P �[−m− n]) defined componentwise by

(f � g)i = figm+i

as a map from Pm+n+i to Pi for all i ≥ 0. We map Pj to 0 for j < m+ n.

Returning to the definition (2.2.1) of product, we claim that it does
not depend on choice of resolution P �. To see this, apply the Comparison
Theorem (Theorem A.2.7) to P � and any other projective Ae-resolution Q �

of A. Composition with a comparison map takes the chain map g � to a
corresponding chain map on Q � and the composition fgm of (2.2.1) to a
corresponding composition as a function on Qm+n.

Taking P � to be the bar resolution B(A) given by (1.1.4), we will show
that the product defined by equation (2.2.1) is the same as that defined by
equation (1.3.2). Then by the Comparison Theorem (Theorem A.2.7), com-
paring any other projective resolution to B(A), definition (2.2.1) will then
indeed be an equivalent definition of cup product on Hochschild cohomology
HH∗(A). Let us apply the definition (2.2.1) when Pn = A⊗(n+2) for all n.

Given g : A⊗(n+2) → A, a cocycle, we must choose g0 : A⊗(n+2) → A ⊗ A
for which πg0 = g, that is,

πg0(1⊗ a1 ⊗ · · · ⊗ an ⊗ 1) = g(1⊗ a1 ⊗ · · · ⊗ an ⊗ 1)
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2.2. Yoneda product 29

for all a1, . . . , an ∈ A. One such choice is given by

g0(1⊗ a1 ⊗ · · · ⊗ an ⊗ 1) = 1⊗ g(1⊗ a1 ⊗ · · · ⊗ an ⊗ 1),

where we extend to an Ae-module map by defining

g0(a0 ⊗ a1 ⊗ · · · ⊗ an+1) = a0 ⊗ g(1⊗ a1 ⊗ · · · ⊗ an ⊗ 1)an+1

for all a0, . . . , an+1 ∈ A. Then a choice of g1 : A⊗(n+3) → A⊗3 can be given
by

g1(1⊗ a1 ⊗ · · · ⊗ an+1 ⊗ 1) = (−1)n ⊗ a1 ⊗ g(1⊗ a2 ⊗ · · · ⊗ an+1 ⊗ 1),

extended to an Ae-module map; a calculation shows that g0dn+1=(−1)nd1g1
using the definition of g0 and the assumption that g is a cocycle. In general
we may choose

gi(1⊗a1⊗· · ·⊗an+i⊗1) = (−1)in⊗a1⊗· · ·⊗ai⊗g(1⊗ai+1⊗· · ·⊗an+i⊗1).

We see that if f ∈ HomAe(A⊗(m+2), A), then under definition (2.2.1),

(f � g)(1⊗ a1 ⊗ · · · ⊗ am+n ⊗ 1)

= fgm(1⊗ a1 ⊗ · · · ⊗ am+n ⊗ 1)

= (−1)mnf(1⊗ a1 ⊗ · · · ⊗ am ⊗ g(1⊗ am+1 ⊗ · · · ⊗ am+n ⊗ 1))

= (−1)mnf(1⊗ a1 ⊗ · · · ⊗ am ⊗ 1)g(1⊗ am+1 ⊗ · · · ⊗ am+n ⊗ 1)

for all a1, . . . , am+n ∈ A. This is equivalent to formula (1.3.2) under the
identification of HomAe(A⊗(m+n+2), A) and Homk(A

⊗(m+n), A) via isomor-
phism (1.1.11). There is another choice of lifting g � of g to which a compar-
ison leads to another proof that the product on Hochschild cohomology is
graded commutative; see, e.g., Solberg [203, Theorem 2.1] where the defi-
nition of cup product is the historical one (see Remark 1.3.3 and cf. Theo-
rem 1.4.6).

We may use equation (2.2.1) to compute cup products for more exam-
ples, starting with the truncated polynomial rings k[x]/(xn) as we see next.

Example 2.2.2. We return to Example 1.1.21, in which A = k[x]/(xn), to
compute cup products. Let p = char(k), and assume that p does not divide
n. (The case where p divides n is different, and is the next example.) In
degree 1, let g ∈ HomAe(Ae, A) be the function given by g(1⊗ 1) = x. By
the description of the cohomology in Example 1.1.21 and of the action of
HH0(A) ∼= Z(A) described at the end of Section 1.2, g represents an element
in HH1(A) and generates HH1(A) as an HH0(A)-module. In degree 2, let
f ∈ HomAe(Ae, A) be the function given by f(1⊗ 1) = 1. Then by similar
reasoning, f represents an element in HH2(A) and generates HH2(A) as an
HH0(A)-module. We will find cup products of these functions as composi-
tions of chain maps, and show that other cup products are determined by
these.
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30 2. Cup Product and Actions

In relation to the resolution (1.1.22), let K1 = Ae/ Im(v·). Since g is a
cocycle, it factors through K1 as in the following diagram. The map from
Ae to K1 in the diagram can be taken to be the quotient map, which may be
identified with the map u· to Im(u·) ∼= K1 as a submodule of Ae in degree 0.

· · · �� Ae u· ��

g2
��
�
�
� Ae v· ��

g1
��
�
�
� Ae ��

g0
��
�
�
�

g

���
��

��
��

� K1
��

g
��

· · ·

· · · �� Ae −v·
�� Ae −u·

�� Ae π �� A �� 0

We may find g0, g1, g2, . . . via the technique described in Section 2.1, starting
by finding g0, then g1, and so on. Set g2m(1⊗ 1) = x⊗ 1 and

g2m+1(1⊗ 1) = −
n−1∑
i=1

ixn−1−i ⊗ xi

for all m ≥ 0. Extend to Ae-module homomorphisms. A calculation then
shows that the above diagram commutes.

We use these maps gj to find some cup products. First note gg1 = 0
since xn = 0 in A, and so g � g = 0. We similarly find that

(f � g)(1⊗ 1) = fg2(1⊗ 1) = f(x⊗ 1) = x.

Comparing to the results of Example 1.1.21, we find that f � g represents
a generator for HH3(A) as an HH0(A)-module.

Now let K2 = Ae/ Im(u·). Since f is a cocycle, it factors through K2 as
shown in the following diagram:

· · · �� Ae v· ��

f2
��
�
�
� Ae u· ��

f1
��
�
�
� Ae ��

f0
��
�
�
�

f

���
��

��
��

� K2
��

f
��

· · ·

· · · �� Ae v· �� Ae u· �� Ae π �� A �� 0

Set fj(1⊗ 1) = 1⊗ 1 for all j ≥ 0. A calculation then shows that the above
diagram commutes. We find that (f � f)(1 ⊗ 1) = ff2(1 ⊗ 1) = 1, and
similarly for all powers i of f , by induction:

f i(1⊗ 1) = f i−1f2(1⊗ 1) = 1,

where f i = f � · · · � f (i factors of f). Again comparing to the results
of Example 1.1.21, we see that in each even degree, HH2i(A) is generated

by the image f i of f i in HH2i(A) as an HH0(A)-module. Similarly, the
image of f i � g = f ig2 generates HH2i+1(A) as an HH0(A)-module. Due
to the structure of the resolution (1.1.22), xn−1 � g and xn−1 � f are
coboundaries. Taking advantage of graded commutativity (Theorem 1.4.6),
we claim that we have now computed all products needed to conclude the
ring structure of HH∗(A). To see this, map the polynomial ring k[x, y, z]
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2.2. Yoneda product 31

onto HH∗(A) by sending x to a copy of itself in HH0(A), and y and z
to the elements of cohomology represented by f and g, respectively. Our
observations so far imply that this map factors through a quotient as follows:

k[x, y, z]/(xn, xn−1y, y2, xn−1z) −→ HH∗(A).

This map is surjective since x, f, g generate HH∗(A) as we have seen. Com-
paring vector space dimensions in each degree (setting |x| = 0, |y| = 1, and
|z| = 2), we see that this map must in fact be an isomorphism:

HH∗(A) ∼= k[x, y, z]/(xn, xn−1y, y2, xn−1z).

Example 2.2.3. Let A = k[x]/(xn) as in the previous example but now
under the assumption that the characteristic p of k divides n. We again
use the description of Hochschild cohomology in Example 1.1.21. At the
chain level in degree 1, let g ∈ HomAe(Ae, A) be the function defined by
g(1 ⊗ 1) = 1. In degree 2, let f ∈ HomAe(Ae, A) be the function defined
by f(1 ⊗ 1) = 1. Then f , g are cocycles. Let K1 = Ae/ Im(v·). Set
g2m(1⊗ 1) = 1⊗ 1 and

g2m+1(1⊗ 1) = −
n−1∑
i=1

ixn−1−i ⊗ xi−1

for allm ≥ 0. (Note that if n = 2, this formula yields g2m+1(1⊗1) = −1⊗1.)
A calculation shows, since n ≡ 0 in k, that g � is a chain map. We use
equation (2.2.1) to compute in case p is odd:

(2.2.4)
(g � g)(1⊗ 1) = gg1(1⊗ 1) = −n(n− 1)

2
xn−2 = 0,

(f � g)(1⊗ 1) = fg2(1⊗ 1) = 1.

Further calculations show as in Example 2.2.2 that the images of f and g
generate HH∗(A) as an algebra over its degree 0 component HH0(A) ∼= A in
this case. If p = 2 and n = 2s for some even integer s, similar computations
show that g � g = 0 and (f � g)(1 ⊗ 1) = 1. Thus we find, similarly to
Example 2.2.2, that in odd characteristic p dividing n, or in case p = 2 and
n = 2s for some even integer s, there is an isomorphism of algebras,

HH∗(A) ∼= k[x, y, z]/(xn, y2),

where |x| = 0, |y| = 1, |z| = 2. If p = 2 and n = 2s for some odd integer s,
then (g � g)(1 ⊗ 1) = xn−2. If n = 2, this implies that the image of
g � g generates HH2(A) as an HH0(A)-module, and similarly the image of
g generates HH∗(A) as an algebra over A ∼= HH0(A). If n = 2, it does not,
and there is a relation among the generators. Thus we find that if p = 2
and n = 2, there is an isomorphism of algebras,

HH∗(A) ∼= k[x, y]/(xn),
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where |x| = 0, |y| = 1. If p = 2 and n = 2s for some odd integer s > 1, then

HH∗(A) ∼= k[x, y, z]/(xn, x2y2),

where |x| = 0, |y| = 1, |z| = 2.

More generally, Hochschild cohomology rings of algebras of the form
k[x]/(f), where (f) is the ideal generated by a polynomial f , were computed
by Holm [118].

Exercise 2.2.5. Verify the claims made right after equation (2.2.1). Specif-
ically, verify that f � g as defined in (2.2.1) is indeed a cocycle. If
g′� : P � → P [−n] � is another chain map extending g, show that fg′m is
cohomologous to fgm.

Exercise 2.2.6. Verify that the definition (2.2.1) of cup product on HH∗(A)
does not depend on choice of resolution. That is, given two projective reso-
lutions P � and Q � of A as an Ae-module, and a comparison map φ : Q � → P �

lifting the identity map from A to A (whose existence is guaranteed by the
Comparison Theorem, Theorem A.2.7), the cup product f � g defined on
P � and the cup product (fφm) � (gφn) defined on Q � represent the same
element of HHm+n(A).

Exercise 2.2.7. Verify that f �, g � of Example 2.2.2 and of Example 2.2.3 are
indeed chain maps. Verify the claimed structure of Hochschild cohomology
in each of these examples.

2.3. Tensor product of complexes

Another definition of associative product on Hochschild cohomology HH∗(A)
that is also equivalent to the cup product of Definition 1.3.1 is a convolution
product arising from a tensor product of complexes and a diagonal map. We
present this definition in this section.

We will use a standard sign convention in this chapter and throughout
the rest of the book. Let V, V ′,W,W ′ be graded vector spaces (graded by
N or Z), and let f : V → V ′ and g : W → W ′ be k-linear graded functions,
that is, there is some m for which

f(Vn) ⊆ Vn+m

for all n, and similarly for g. Write |f | = m. The function f ⊗ g on V ⊗W
is defined by

(2.3.1) (f ⊗ g)(v ⊗ w) = (−1)|g||v|f(v)⊗ g(w)

for all homogeneous v ∈ V , w ∈ W . We use an analogous sign convention
for tensor products of graded modules over other rings.
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2.3. Tensor product of complexes 33

Let P � be any Ae-projective resolution of A with augmentation map
μ : P0 → A. We may view P � as a graded vector space with ith component
Pi. Since Pi is an Ae-module, it may be viewed as an A-bimodule, and
thus we may consider the tensor product Pi ⊗A Pj to be an A-bimodule
(equivalently, Ae-module) for each i, j. We will work with the tensor product
complex P �⊗A P �:

...

��

...

��

...

��

P0 ⊗A P2

��

P1 ⊗A P2
��

��

P2 ⊗A P2
��

��

· · ·��

P0 ⊗A P1

��

P1 ⊗A P1
��

��

P2 ⊗A P1
��

��

· · ·��

P0 ⊗A P0 P1 ⊗A P0
�� P2 ⊗A P0

�� · · ·��

We will show that the total complex of P � ⊗A P � is also an Ae-projective
resolution of A. First we must show that for each m,n, the Ae-module
Pm ⊗A Pn is projective. To see this, note that since Pm, Pn are projective
Ae-modules, each is a direct summand of a direct sum of copies of Ae. Thus
it suffices to show that Ae ⊗A Ae is free. This follows from the isomorphism
Ae ⊗A Ae ∼−→ Ae ⊗k A of Ae-modules given by (a1 ⊗ a2) ⊗A (a3 ⊗ a4) �→
a1⊗ a4⊗ a2a3 for a1, a2, a3, a4 ∈ A (note Ae acts only on the outermost two
factors of A in Ae ⊗A Ae). Since k is assumed to be a field, A is free as a
k-module, and so Ae ⊗k A is free as an Ae-module.

Next, to see that the total complex Tot(P �⊗A P �) of the tensor product
complex P � ⊗A P � has cohomology A concentrated in degree 0, we apply
the Künneth Theorem (Theorem A.5.2): the module A ⊗ Aop, under right
multiplication by elements of A on the right factor, is a free right A-module
since A is a free k-module. It follows that P � is, by restriction, a projective
resolution of the free right A-module A. Considering only the right A-
module structure of the resolution P � now, it necessarily splits as a sequence
of right A-modules. That is, the augmentation map μ : P0 → A splits via
some map ι : A → P0 such that A ∼= ι(A) is a direct summand of P0, so that
P0

∼= A⊕Im(d1) = A⊕Ker(μ) as a right A-module. Then d1 : P1 → P0 splits
so that P1

∼= Im(d1) ⊕ Im(d2) as a right A-module, and so on. It follows
that the boundary spaces Im(di) are also all projective right A-modules,
that is, the hypotheses of the Künneth Theorem (Theorem A.5.2) hold. The
Tor terms in the Künneth sequence (that is, the sequence in the Künneth
Theorem statement) vanish: the only term in which both arguments are
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nonzero is TorA1 (H0(P ),H0(P )) = TorA1 (A,A) = 0 (since A is free as an
A-module). This implies that the total complex of P � ⊗A P � is indeed a
resolution of A ⊗A A ∼= A by Ae-projective modules. (We often identify
A⊗A A with A via canonical isomorphism given by multiplication π on A.)

By the Comparison Theorem (Theorem A.2.7) there is a chain map

Δ : P � → P �⊗A P � lifting the canonical isomorphism A
∼→ A ⊗A A. Such a

map Δ is unique up to chain homotopy. Sometimes Δ is called a diagonal
map.

The cup product on Hochschild cohomology may be defined via any
diagonal map Δ : P � → P �⊗A P � as a convolution product in the following
way. Let f ∈ HomAe(Pm, A), g ∈ HomAe(Pn, A) represent elements of
HHm(A,A), HHn(A,A), respectively. View f ⊗g as a function on Pm⊗APn

and extend to P �⊗A P � by setting (f ⊗ g)(x) = 0 for all x ∈ Pr ⊗A Ps such
that (r, s) = (m,n). We define

(2.3.2) f � g = (f ⊗ g)Δ,

which indeed takes values in A under the identification of A⊗AA with A via
canonical isomorphism. Calculations show that this induces a well-defined
operation on Hochschild cohomology: the product of cocycles is a cocycle,
and the product of a cocycle with a coboundary is a coboundary. Moreover,
this operation on Hochschild cohomology does not depend on choice of di-
agonal map Δ, since any two diagonal maps are chain homotopic. It also
does not depend on choice of resolution P �: for any two resolutions, by the
Comparison Theorem (Theorem A.2.7), there are chain maps between them.
These chain maps induce a diagonal map on one from that of the other, and
we have seen that the product is independent of choices of diagonal map.

A word on notation: the tensor product of maps f ⊗ g could instead
be written f ⊗A g. Here and elsewhere we abuse notation to reduce clutter
by omitting the subscript A on the tensor product symbol for maps and
elements. It should be clear from the domain of such a function whether the
tensor product is taken over k or another ring, and similarly it should be
clear from the space to which an element belongs as to whether the tensor
product is taken over k or another ring.

If P � is the bar resolution B(A) given by (1.1.4), one choice of chain map
Δ induces precisely the chain level cup product (1.3.2): define a diagonal
map Δ on the bar resolution B(A) of (1.1.4) by

(2.3.3) Δ(1⊗a1⊗· · ·⊗as⊗1) =
s∑

i=0

(1⊗a1⊗· · ·⊗ai⊗1)⊗(1⊗ai+1⊗· · ·⊗as⊗1)

for all a1, . . . , as ∈ A. A calculation shows that formula (2.3.2), with these
choices, is precisely formula (1.3.2); the factor (−1)mn in formula (1.3.2)
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agrees with the sign convention (2.3.1). If P � is not the bar resolution, as
in our earlier discussion, the product (2.3.2) will be the same at the level
of cohomology. Thus on cohomology, our product in (2.3.2) is equivalent
to the cup product (1.3.2), justifying our use of the same notation for this
product as well.

Exercise 2.3.4. Verify details of the claims that the convolution prod-
uct (2.3.2) induces a well-defined map on Hochschild cohomology and is
independent of choices, that is, show that:

(a) The product of cocycles is a cocycle, and the product of a cocycle
with a coboundary is a coboundary.

(b) The product induced on cohomology is independent of choice of
projective resolution P � and diagonal map Δ.

Exercise 2.3.5. Let A = k[x]/(x2), and let P � be the resolution (1.1.22).
Let ξi = 1 ⊗ 1 in Pi = Ae. Show that the following defines a diagonal map
on P �:

Δ(ξi) =
i∑

j=0

ξj ⊗ ξi−j .

Use this diagonal map and equation (2.3.2) to reproduce the algebra struc-
ture of HH∗(A) given in Examples 2.2.2 and 2.2.3 when n = 2.

2.4. Yoneda composition and tensor product of extensions

Two more definitions of the product on Hochschild cohomology HH∗(A) are
described by way of generalized extensions. (See Section A.3 for a summary
of n-extensions and connections with Ext.)

We begin with the Yoneda composition (or Yoneda splice). This defini-
tion uses the description of Hochschild cohomology HHn(A) ∼= ExtnAe(A,A)
as equivalence classes of n-extensions of A by A as Ae-modules. Let f and
g be m- and n-extensions,

f : 0 �� A
αm �� Mm−1

αm−1
�� · · · α2 �� M1

α1 �� M0
α0 �� A �� 0,

g : 0 �� A
βn

�� Nn−1
βn−1

�� · · · β2
�� N1

β1
�� N0

β0
�� A �� 0,

respectively, representing elements of HHm(A) and HHn(A). Consider the
composition βnα0, a map from M0 to Nn−1. We may use this map to
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combine the two sequences (by “splicing” them) into a new sequence that
we denote by g � f :

(2.4.1) g � f :

0 �� A
αm �� Mm−1

αm−1
�� · · · α1 �� M0

βnα0
�� Nn−1

βn−1
�� · · ·

β1
�� N0

β0
�� A �� 0.

A calculation shows that this sequence is exact at M0 and at Nn−1. There-
fore it is an exact sequence, in other words, it is an (m+n)-extension of A by
A. We have defined g � f to be this (m+ n)-extension, representing an el-
ement of HHm+n(A). Letting f ∈ HomAe(Pm, A) and g ∈ HomAe(Pn, A) be
maps corresponding to the sequences f and g, respectively, it can be seen to
follow from the definitions and the correspondence between generalized ex-
tensions and Ext (see Section A.3) that g � f corresponds to (−1)mnf � g,
where f � g is the Yoneda product (2.2.1). This equivalence is explained
in detail for example in [3, Theorem 4.3], where slightly different left-right
and sign conventions were chosen.

We may alternatively take the tensor product, over A, of an m-extension
with an n-extension to obtain an (m+n)-extension from the total complex.
This may be seen to be equivalent to Yoneda composition, and thus to cup
product, by mapping to two edges. Specifically, the tensor product complex
of the m- and n-extensions f and g as above is the following:

A⊗AA

��

M0⊗AA��

��

· · ·�� Mm−1⊗AA��

��

A⊗AA��

��

A⊗ANn−1

��

M0⊗ANn−1
��

��

· · ·�� Mm−1⊗ANn−1
��

��

A⊗ANn−1
��

��

...

��

...

��

...

��

...

��

A⊗AN1

��

M0⊗AN1
��

��

· · ·�� Mm−1⊗AN1
��

��

A⊗AN1
��

��

A⊗AN0

��

M0 ⊗A N0
��

��

· · ·�� Mm−1⊗AN0
��

��

A⊗AN0
��

��

A⊗AA M0⊗AA�� · · ·�� Mm−1⊗AA�� A⊗AA��
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Consider this diagram to be an augmented double complex. The corre-
sponding (m + n)-extension f ⊗A g of A by A is obtained by deleting the
leftmost column and bottom row, taking the total complex, augmenting with
A, and applying the canonical isomorphisms A ⊗A A ∼= A, A ⊗A Ni

∼= Ni,
Mi ⊗A A ∼= Mi:

0 �� A �� Mm−1 ⊕Nn−1
�� · · ·

��
(M1⊗AN0)⊕
(M0⊗AN1) �� M0 ⊗A N0

�� A �� 0.

The Künneth Theorem (Theorem A.5.2) implies that the above sequence is
exact, since all modules in the original sequences f and g are free as right
A-modules.

We next show that the total complex above is equivalent, as an (m+n)-
extension, to the Yoneda splice g � f of (2.4.1). Delete the upper left and
lower right corners, instead replacing them with compositions of the maps:

M0



			
			

			
			

��

· · ·�� Mm−1
��

��

A��

��

Nn−1

��

M0 ⊗A Nn−1
��

��

· · ·�� Mm−1 ⊗A Nn−1
��

��

Nn−1
��

��

...

��

...

��

...

��

...

��

N1

��

M0 ⊗A N1
��

��

· · ·�� Mm−1 ⊗A N1
��

��

N1
��

��

N0

��

M0 ⊗A N0
��

��

· · ·�� Mm−1 ⊗A N0
��

��

N0
��

��




















A M0
�� · · ·�� Mm−1

��

Now we see that the top and left edges form the Yoneda splice g � f
of (2.4.1). The total complex maps to g � f simply by canonical projection
to the top row and canonical projection followed by maps induced by the
augmentation map M0 → A in the left column. In this way we see that the
(m+ n)-extension arising from the total complex is equivalent to g � f as
defined by (2.4.1), and thus corresponds to the cup product.

Author's preliminary version made available with permission of the publisher, the American Mathematical Society
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This diagram also leads to another proof of graded commutativity: up
to signs, the right and lower edges form the Yoneda splice f � g. From Sec-
tion A.5, in the tensor product complex, vertical maps have signs attached
so that for example the rightmost column maps take the sign (−1)m. We use
the convention that −(f � g) is the extension f � g in which α0 is replaced
by −α0 and all other maps are the same. Thus we see that the rightmost
column followed by the bottom row is equivalent to the (m + n)-extension
(−1)mnf � g: a map from f⊗Ag to (−1)mnf � g is given by projecting each
degree i component (m ≤ i ≤ m + n) onto Ni−m

∼= Mm ⊗A Ni−m followed

by multiplication by (−1)m(m+n−i), and projecting each degree i component
(0 ≤ i ≤ m− 1) onto Mi ⊗A N0 followed by mapping to Mi ⊗A A ∼= Mi via
(−1)mnβ0.

We will frequently exploit the agreement of the associative products on
Hochschild cohomology HH∗(A), defined at the chain level and on general-
ized extensions in Sections 2.2–2.4 and in Definition 1.3.1. In practice, in
each setting we will use the version that is most convenient for that setting.

Exercise 2.4.2. Verify that the sequence (2.4.1) is indeed exact.

Exercise 2.4.3. Verify directly that the product defined by (2.4.1) is equiva-
lent to the Yoneda product of formula (2.2.1) by applying the correspondence
between generalized extensions and cochains described in Section A.3.

Exercise 2.4.4. Let A = k[x]/(x2), and let V be the 2-dimensional A-
module with basis v1, v2 for which xv2 = v1 and xv1 = 0. Consider a
1-extension of A-modules,

f : 0 −→ k −→ V −→ k −→ 0.

(The map k → V sends 1 to v1 and the map V → k sends v1 to 0 and v2 to
1.) Find f � f as a Yoneda composition. Find elements of HomAe(Ae, V )
corresponding to f and to f � f . (See Section A.3 for the correspondence
between generalized extensions and cochains.)

Exercise 2.4.5. Verify the claim that the total complex of the tensor prod-
uct of the m-extension f and the n-extension g in this section indeed results
in an (m+n)-extension, by applying the Künneth Theorem (Theorem A.5.2).

2.5. Actions of Hochschild cohomology

For any two (left) A-modules M and N , the Hochschild cohomology ring
HH∗(A) acts on the graded vector space Ext∗A(M,N) in such a way that
Ext∗A(M,N) is a graded HH∗(A)-module. (There is also an action for any
two right modules.) Similarly, for any A-bimodule B, the Hochschild coho-
mology ring HH∗(A) acts on HH∗(A,B). We describe these actions next.
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Let M,N be A-modules. Choose an Ae-projective resolution of A as an
Ae-module,

(2.5.1) · · · d2−→ P1
d1−→ P0

ε−→ A → 0,

for example, we could take the bar resolution (1.1.4). Apply −⊗A M and
identify A ⊗A M with M under the canonical isomorphism A ⊗A M ∼= M
given by the module action:

(2.5.2) · · · d2⊗1M−−−−−→ P1 ⊗A M
d1⊗1M−−−−−→ P0 ⊗A M

ε⊗1M−−−−−→ M → 0.

Each term Pi in the sequence (2.5.1) is projective as an Ae-module, thus is
a direct summand of a free Ae-module. So each term Pi ⊗A M is projective
as a left A-module, where the action is on the left tensor factor only. (It
suffices to prove that (A⊗Aop)⊗AM is projective as a left A-module, which
is immediate from the isomorphism (A ⊗ Aop) ⊗A M ∼= A ⊗ M given by
(a⊗b)⊗m �→ a⊗bm for a, b ∈ A, m ∈ M .) Taking a tensor product is right
exact, so the map ε ⊗ 1M is surjective. Each term in the sequence (2.5.1)
is a projective right A-module, so all Pi and Im(di) are projective as right
A-modules, and consequently the sequence (2.5.2) is exact. (This follows for
example from Theorem A.4.6, the first long exact sequence for Tor, applied
to the short exact sequences 0 → Im(di+1) → Pi → Im(di) → 0 from
which (2.5.1) may be built.) Therefore the sequence (2.5.2) is a projective
resolution of M as a (left) A-module.

Let f ∈ HomAe(Pi, A) represent an element of HHi(A). Let

(2.5.3) φM (f) = f ⊗ 1M

in HomA(Pi ⊗A M,M), representing an element of ExtiA(M,M). By the
Comparison Theorem (Theorem A.2.7), we may lift φM (f) to a chain map,
that is, to maps φM (f)j : Pi+j ⊗A M → Pj ⊗A M for all j ≥ 0:

Pi+j ⊗A M ��

φM (f)j
��

· · · �� Pi+1 ⊗A M ��

φM (f)1
��

Pi ⊗A M

φM (f)0
��

φM (f)

����
���

���
���

���

Pj ⊗A M �� · · · �� P1 ⊗A M �� P0 ⊗A M �� M

Compose with any function g ∈ HomA(Pj ⊗A M,N) to obtain the element
gφM (f)j of HomA(Pi+j ⊗A M,N). This induces a well-defined map

(2.5.4) ExtjA(M,N)⊗HHi(A) → Exti+j
A (M,N)

that defines a right module action of HH∗(A) on Ext∗A(M,N). Under the
correspondence with generalized extensions, this is equivalent to applying
− ⊗A M to the generalized extension corresponding to f , and taking the
Yoneda composition with the generalized extension corresponding to g.
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Similarly, there is a left action of HH∗(A) on Ext∗A(M,N): first apply
−⊗AN to the resolution P � to obtain a map φN from HH∗(A) to Ext∗A(N,N).
Then compose chain maps corresponding to elements of Ext∗A(N,N) and
Ext∗A(M,N). Again, there is an equivalent generalized extension version of
this left action. These right and left actions are the same up to a sign, as the
next theorem shows. The theorem is a special case of [201, Theorem 1.1].

Theorem 2.5.5. Let α ∈ HHi(A) and β ∈ ExtjA(M,N). Then

α · β = (−1)ijβ · α.
That is, the left and right actions of HH∗(A) on Ext∗A(M,N) agree up to a
sign.

Proof. The element α may be represented by an i-extension of A by A:

(2.5.6) 0 → A
ι−→ E → Pi−2 → · · · → P1 → P0 → A → 0

for an Ae-module E and projective Ae-modules Pi. (The correspondence
between i-extensions and cochains described in Section A.3 indicates that
we may assume P1, . . . , Pi−2 are projective.) We may assume that E and
all Pl are projective as right A-modules since this is an extension of A by
A, which is a projective right A-module.

The proof is by induction on j = |β|. Suppose β ∈ Ext0A(M,N) ∼=
HomA(M,N). If α ∈ HH0(A) ∼= Z(A), the action is by multiplication, and
so the equation claimed in the theorem statement holds. If α ∈ HH1(A),

then the 1-extension (2.5.6) is simply 0 → A
ι−→ E

ε−→ A → 0. We let

X = (N ⊕ (E ⊗A M))/{(aβ(m), −ι(a)⊗m) | a ∈ A, m ∈ M}.
Consider the following diagram:

0 �� A⊗A M
ι⊗1

��

1⊗β
��

E ⊗A M
ε⊗1

��

(01)
��

A⊗A M ��

=

��

0

0 �� A⊗A N
(10)

��

=

��

X
(0,ε⊗1)

��

(ι⊗1,1⊗β)
��

A⊗A M ��

1⊗β
��

0

0 �� A⊗A N
ι⊗1

�� E ⊗A N
ε⊗1

�� A⊗A N �� 0

Note that X is the pushout (as defined in Section A.1) of the upper left
corner, and that the diagram commutes. Therefore α · β = β · α. A similar
argument applies for any α ∈ HHi(A). Thus the formula holds when j = 0.

Next suppose β ∈ Ext1A(M,N) and that 0 → N → X → M → 0 is a
corresponding 1-extension. For each l, consider the short exact sequence

(2.5.7) 0 → Kl → Pl−1 → Kl−1 → 0,

Author's preliminary version made available with permission of the publisher, the American Mathematical Society
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where Kl, and Kl−1 are the lth and (l−1)st syzygies in the sequence (2.5.6).
(Take K0 = A.) We may assume that each Kl is projective as a right A-
module, since (2.5.6) consists entirely of projective right A-modules. Tensor
the sequence (2.5.7) with 0 → N → X → M → 0 over A to obtain the
following commuting diagram with exact rows and columns:

0

��

0

��

0

��

0 �� Kl ⊗A N ��

��

Pl−1 ⊗A N ��

��

Kl−1 ⊗A N ��

��

0

0 �� Kl ⊗A X ��

��

Pl−1 ⊗A X ��

��

Kl−1 ⊗A X ��

��

0

0 �� Kl ⊗A M ��

��

Pl−1 ⊗A M ��

��

Kl−1 ⊗A M ��

��

0

0 0 0

Then by [151, Lemma VIII.3.1], the 2-extensions obtained from the edges
by composing maps across the upper right and lower left corners, namely

0 → Kl ⊗A N �� Pl−1 ⊗A N �� Kl−1 ⊗A X �� Kl−1 ⊗A M → 0,

0 → Kl ⊗A N �� Kl ⊗A X �� Pl−1 ⊗A M �� Kl−1 ⊗A M → 0,

are equivalent up to multiplication by −1. (Alternatively, this can be seen
directly by projecting the total complex of the tensor product complex onto
each of these two sequences. In this approach, the factor −1 comes from
the middle vertical maps in the tensor product complex.) Considering α to
correspond to the Yoneda splice of all the short exact sequences (2.5.7), we
find by induction on i that α · β = (−1)iβ ·α. Thus the formula holds when
j = 1.

Finally, if β ∈ ExtjA(M,N) for j > 1, view β as a Yoneda splice of j
short exact sequences. Induction on j yields α · β = (−1)ijβ · α. �

Note that the graded vector space Ext∗A(M,M) is itself an associative
algebra with product given by Yoneda product (that is, composition of chain
maps analogous to that in Section 2.2) or equivalently Yoneda composition
(that is, splice of generalized extensions analogous to that in Section 2.4).
It is typically not graded commutative. However, its graded center, defined
as follows, is important in relation to Hochschild cohomology.
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Definition 2.5.8. Let B be a graded algebra. The graded center of B is
the subalgebra Zgr(B) generated by all homogeneous elements α ∈ B such

that α · β = (−1)|α||β|β · α for all homogeneous elements β ∈ B.

We may now state a corollary of Theorem 2.5.5, which follows immedi-
ately by taking N = M and applying the definition of the action of HH∗(A)
on Ext∗A(M,M).

Corollary 2.5.9. Let M be an A-module. The map

φM : HH∗(A) → Ext∗A(M,M),

defined at the chain level by φM (f) = f ⊗ 1M as in (2.5.3), is a ring homo-
morphism whose image is contained in the graded center Zgr(Ext

∗
A(M,M)).

For some algebras and modules, there are general results describing pre-
cisely the image of HH∗(A) in Ext∗A(M,M). For Koszul algebras and a
canonical choice of A-module M , HH∗(A) surjects onto Zgr(Ext

∗
A(M,M)).

See [38, Theorem 4.1] for details; some discussion is in Section 3.4. For some
more general algebras, the image of HH∗(A) in Ext∗A(M,M), for a canonical
choice of M , is the A∞-center, defined in Section 7.4. Some discussion of
this phenomenon is in Section 7.4, and details are in [34].

We give an example to illustrate Corollary 2.5.9 next.

Example 2.5.10. Let A = k[x]/(xn) as in Examples 1.1.21, 2.2.2, and 2.2.3.
Let M = k, an A-module via the augmentation map ε : A → k given by
ε(x) = 0. The following is a free resolution of k as an A-module:

· · · �� A
xn−1· �� A

x· �� A
xn−1· �� A

x· �� A
ε �� k �� 0.

Applying HomA(−, k) after truncating by dropping the term k, and identi-
fying each space HomA(A, k) with k, we have:

· · · k
0�� k

0�� k
0�� k

0�� k
0�� 0.��

The maps are indeed all zero maps since ε(x) = 0 and ε(xn−1) = 0. There-
fore ExtiA(k, k)

∼= k for all i. Under a Yoneda/cup product defined in an
analogous way to that for Hochschild cohomology in Section 2.2, similar
calculations to those in Examples 2.2.2 and 2.2.3 show that

Ext∗A(k, k) ∼=
{

k[y], if n = 2,
k[y, z]/(y2), otherwise,

where |y| = 1 and |z| = 2, independent of the characteristic of k. We will
determine the image of HH∗(A) in Ext∗A(k, k) under the map φk defined
by (2.5.3).

First assume that n is not divisible by p = char(k) and note that by
the definition of g in Example 2.2.2, φk(g) = 0. If f is the function defined
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in Example 2.2.2 and n = 2, then φk(f) = y2, and if n > 2, then φk(f) =
z. Thus the image of HH∗(A) under φk is the subalgebra of even degree
elements. Next assume that p divides n as in Example 2.2.3. If n = 2, then
φk(g) = y and φk(f) = y2. If n > 2, then φk(g) = y and φk(f) = z. Thus
φk maps HH∗(A) surjectively onto Ext∗A(k, k) in this case. Note that in
case n = 2, independently of the characteristic p of k, the image of HH∗(A)
under φk is the full graded center of Ext∗A(k, k) as in Definition 2.5.8 (in case
p = 2, this is the subspace of even degree elements due to signs involved in
multiplying by odd degree elements). In case n > 2 and n is not divisible
by char(k), the image of HH∗(A) under φk is not the full graded center.
We will return to this example in Section 7.4. (See Theorem 7.4.4 and
Example 7.4.5.)

If B is an A-bimodule, then HH∗(A) acts on HH∗(A,B) similarly to how
it acts on Ext∗A(M,N) as described earlier in this section: take a Yoneda
product, or first tensor with B and then take a Yoneda product. Again these
two actions agree up to a sign by a proof similar to that of Theorem 2.5.5.
See [201, Theorem 1.1] for a more general setting that includes as special
cases both this statement and Theorem 2.5.5 (by taking one of the two rings
to be the field in [201]).

Exercise 2.5.11. Verify that formula (2.5.3) indeed leads to a well-defined
map (2.5.4).

Exercise 2.5.12. Verify that (2.5.4) indeed defines a right module action
of HH∗(A) on Ext∗A(M,N).

Exercise 2.5.13. Let A = k[x]. Find Ext∗A(k, k) and the image of HH∗(A)
under the map φk defined by (2.5.3).

Exercise 2.5.14. Let M be an A-module. Verify the claims made about a
product on Ext∗A(M,M):

(a) Define a Yoneda product on cochains, analogous to the definition
in Section 2.2, and show that it induces a well-defined product on
Ext∗A(M,M).

(b) Define a Yoneda composition on generalized extensions, analogous
to the definition in Section 2.4, and show that it induces a well-
defined product on Ext∗A(M,M).

(c) Show that the products defined in (a) and (b) agree.

Author's preliminary version made available with permission of the publisher, the American Mathematical Society



Author's preliminary version made available with permission of the publisher, the American Mathematical Society



Chapter 3

Examples

In this chapter we look at resolutions, designed for particular types of alge-
bras, that aid both theoretical understanding and computation of Hochschild
homology and cohomology spaces and rings. These algebras and resolutions
in turn will provide a rich assortment of examples on which to draw in later
chapters.

We begin by working with tensor products and twisted tensor products
of algebras. These are constructions of larger algebras out of component
parts, and we describe their resulting homological behavior. Also featured
are skew group algebras, another class of algebras built from component
parts, important in noncommutative algebra and geometry. We introduce
Koszul complexes and use them to prove the classical Hochschild-Kostant-
Rosenberg Theorem that gives the Hochschild homology and cohomology
rings of smooth commutative algebras. We define Koszul algebras and mono-
mial algebras and standard bimodule resolutions tailored to them.

The algebras in this chapter are some important classes both of commu-
tative and of noncommutative algebras. For some, we completely describe
their Hochschild cohomology rings here. For others, we simply construct
resolutions specific to the algebras that can be used to find homological
information, and provide references where more details may be found.

We take k to be a field.

3.1. Tensor product of algebras

Let A and B be algebras over k. The tensor product algebra of A and B is
A⊗B as a vector space, with multiplication given by

(a⊗ b) · (a′ ⊗ b′) = aa′ ⊗ bb′

45
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for all a, a′ ∈ A and b, b′ ∈ B, extended linearly to all elements in A ⊗ B.
If A and B are graded algebras (graded by N or by Z), their graded tensor
product algebra is A⊗B as a vector space, with multiplication given by

(a⊗ b) · (a′ ⊗ b′) = (−1)|a
′||b|aa′ ⊗ bb′

for all homogeneous a, a′ ∈ A and b, b′ ∈ B, where |a′| denotes the degree of
a′ in Z, and similarly for |b|. (We have used the same notation for homo-
logical degree, but this should cause no confusion, as it will be clear in each
context which degree is meant. In Theorem 3.1.2 below, they are the same,
considering Hochschild cohomology to be graded by homological degree.)

Under some finiteness conditions, the Hochschild cohomology ring of
the tensor product of two algebras is the graded tensor product of their
Hochschild cohomology rings, as we will see in Theorem 3.1.2 below. This
theorem will allow us to understand the Hochschild cohomology rings of
algebras that are tensor products of others. First we look at properties of
A⊗B-bimodules and construct a needed resolution.

For any A-bimodule M and B-bimodule N , the vector space M ⊗N is
an A⊗B-bimodule (equivalently, (A⊗B)e-module):

(a⊗ b) · (m⊗ n) · (a′ ⊗ b′) = ama′ ⊗ bnb′

for all a, a′ ∈ A, b, b′ ∈ B, m ∈ M , n ∈ N . We claim that if the Ae-module
M and the Be-module N are both projective, then M ⊗ N is a projective
(A⊗B)e-module. To see this, note that since M is a projective Ae-module,
there is an Ae-module M ′ such that M ⊕ M ′ ∼= (Ae)⊕I for some indexing
set I. Similarly, there is a Be-module N ′ such that N ⊕ N ′ ∼= (Be)⊕J for
some indexing set J . Since tensor product distributes over direct sum, as a
vector space, M ⊗N is a direct summand of

(Ae)⊕I ⊗ (Be)⊕J ∼= (Ae ⊗Be)⊕(I×J) ∼= ((A⊗B)e)⊕(I×J).

The module actions of A and B commute, and soM⊗N is a direct summand
of ((A⊗B)e)⊕(I×J) as an (A⊗B)e-module. ThusM⊗N is indeed a projective
(A⊗B)e-module.

Now let P � be a projective Ae-resolution of A, and Q � a projective Be-
resolution of B. Taking their tensor product over k, consider the bicomplex

(3.1.1) P �⊗Q �

and its corresponding total complex Tot(P �⊗Q �) which we sometimes denote
more simply by P � ⊗ Q � when no confusion will arise. Each vector space
Pi⊗Qj is a projective (A⊗B)e-module as explained above. By the Künneth
Theorem (Theorem A.5.2), since the tensor product is over the field k, the
total complex of P � ⊗ Q � has homology concentrated in degree 0, where it
is H0(P � ⊗ Q �) ∼= H0(P �) ⊗ H0(Q �) ∼= A ⊗ B. Finally we note that the
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differentials on the tensor product complex P � ⊗ Q � are in fact (A ⊗ B)e-
module homomorphisms by their definitions. Thus P � ⊗ Q � is a projective
resolution of A⊗B as an (A⊗B)e-module.

In the following theorem, the algebra structures on the Hochschild coho-
mology spaces are those given by cup product (see Sections 1.3 and 2.2–2.4).

Theorem 3.1.2. Let A and B be k-algebras for which there exists a free Ae-
resolution P � of A and a free Be-resolution Q � of B such that for each i, Pi

is a finitely generated Ae-module and Qi is a finitely generated Be-module.
Then

HH∗(A⊗B) ∼= HH∗(A)⊗HH∗(B)

as algebras, where the right side is a graded tensor product algebra.

If A and B are finite-dimensional algebras (that is, finite-dimensional
as vector spaces), then their bar resolutions consist of finitely generated
bimodules and so the hypothesis in the theorem holds. There are many other
types of algebras for which the hypothesis holds as well. The isomorphism in
the theorem is in fact an isomorphism of Gerstenhaber algebras—see [140]
for the definition of Gerstenhaber bracket on a graded tensor product of
Gerstenhaber algebras, and a proof of this more general statement.

Proof of Theorem 3.1.2. Let P �⊗Q � be the bicomplex (3.1.1) discussed
above. The Hochschild cohomology space HH∗(A⊗B) is the cohomology of
the total complex of the bicomplex Hom(A⊗B)e(P �⊗Q �, A⊗B). Since P � and
Q � are free resolutions consisting of finitely generated modules, Pi ⊗ Qj

∼=
(Ae)⊕I ⊗ (Be)⊕J ∼= ((A⊗B)e)⊕(I×J) for some finite indexing sets I, J , and
there are finite-dimensional vector spaces P ′

i , Q
′
j such that Pi

∼= A⊗P ′
i ⊗A,

Qj
∼= B ⊗Q′

j ⊗B. It follows that

Hom(A⊗B)e(Pi ⊗Qj , A⊗B) ∼= Homk(P
′
i ⊗Q′

j , A⊗B).

Consider embedding Homk(P
′
i , A)⊗Homk(Q

′
j, B) ↪→ Homk(P

′
i ⊗Q′

j , A⊗B)

via tensor product of functions. Since all P ′
i and Q′

j are finite-dimensional
vector spaces, this is an isomorphism, and moreover the differentials corre-
spond under this isomorphism. By the Künneth Theorem (Theorem A.5.2),
since the tensor product is taken over the field k, the cohomology is HH∗(A)⊗
HH∗(B) as a vector space.

Next we determine the algebra structure, using definition (2.3.2) of prod-
uct. Define a diagonal map Δ : P �⊗Q � → (P �⊗Q �)⊗A⊗B (P �⊗Q �) by

P �⊗Q �

ΔA⊗ΔB−−−−−→ (P �⊗A P �)⊗ (Q �⊗B Q �)
∼−→ (P �⊗Q �)⊗A⊗B (P �⊗Q �),

where ΔA, ΔB are diagonal maps for P �, Q �, respectively. The second map
is the isomorphism given by interchanging factors, with a sign, that is,

(x⊗ x′)⊗ (y ⊗ y′) �→ (−1)|x
′||y|(x⊗ y)⊗ (x′ ⊗ y′)
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for all homogeneous x, x′ ∈ P � and y, y′ ∈ Q �. (Standard arguments show
that the second map is well-defined and is indeed an isomorphism.) Then
Δ is a chain map by the definition of the differential of a tensor product
of complexes. Now let f, g be homogeneous elements of degrees m,n in
HomAe(P �, A), and let f ′, g′ be homogeneous elements of degrees m′, n′ in
HomBe(Q �, B). Consider the element of HH∗(A) ⊗ HH∗(B) represented by
f ⊗ f ′, which is an element in

HomAe(Pm, A)⊗HomBe(Qm′ , B) ∼= Homk(P
′
m, A)⊗Homk(Q

′
m′ , B)

∼= Homk(P
′
m ⊗Q′

m′ , A⊗B)

∼= Hom(A⊗B)e(Pm ⊗Qm′ , A⊗B).

Map HH∗(A) ⊗ HH∗(B) to HH∗(A ⊗ B) by sending f ⊗ f ′ to the function
f ⊗f ′ in Hom(A⊗B)e(Pm⊗Qm′ , A⊗B), and similarly map g⊗g′ to g⊗g′ in
Hom(A⊗B)e(Pn⊗Qn′ , A⊗B). We determine their cup product by using the
diagonal map Δ and formula (2.3.2): let x ∈ Pr, y ∈ Qs for some r, s with
r+s = m+n+m′+n′, and suppose ΔA(x) has component in Pm⊗Pn given
by

∑
s x

′
s⊗x′′s and ΔB(y) has component in Qm′ ⊗Qn′ given by

∑
t y

′
t⊗ y′′t .

(This is the only component on which the cup product potentially takes a
nonzero value.) Then

((f ⊗ f ′) � (g ⊗ g′))(x⊗ y)

= (f ⊗ f ′ ⊗ g ⊗ g′)Δ(x⊗ y)

= (−1)m(m′+n)+n′(m+m′+n)
∑
s,t

f(x′s)⊗ f ′(y′t)⊗ g(x′′s)⊗ g′(y′′t )

= (−1)m(m′+n)+n′(m+m′+n)
∑
s

f(x′s)g(x
′′
s)⊗

∑
t

f ′(y′t)g
′(y′′t )

= (−1)mm′+(m+n)n′(
(f ⊗ g)ΔA(x)

)
⊗

(
(f ′ ⊗ g′)ΔB(y)

)
= (−1)mm′+(m+n)n′

((f � g)(x))⊗ ((f ′ � g′)(y))

= (−1)m
′n((f � g)⊗ (f ′ � g′))(x⊗ y).

Therefore (f ⊗ f ′) � (g ⊗ g′) is equal to

(−1)m
′n(f � g)⊗ (f ′ � g′).

We have thus shown that the images of f⊗f ′ and g⊗g′ in HH∗(A⊗B) have

cup product that is the image of (−1)m
′n(f � g)⊗(f ′ � g′), as desired. �

The theorem allows us to understand the Hochschild cohomology rings of
many more algebras, as the following examples show. For these examples, we
need the notions of tensor algebra, symmetric algebra, and exterior algebra
generated by a vector space. We recall these notions and fix our notation
here.
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Let V be a vector space. The tensor algebra of V over k is denoted T (V )
(or Tk(V )), and as a graded vector space is

T (V ) = k ⊕ V ⊕ (V ⊗ V )⊕ (V ⊗ V ⊗ V )⊕ · · · .
We write Tn(V ) or T (V )n for the nth tensor power of V , that is, V ⊗· · ·⊗V
(n tensor factors). Multiplication is given by (v1⊗· · ·⊗vr)·(vr+1⊗· · ·⊗vs) =
v1 ⊗ · · · ⊗ vs for all v1, . . . , vs ∈ V . Sometimes we write v1 · · · vs in place of
v1 ⊗ · · · ⊗ vs for simplicity of notation. If V is finite dimensional with basis
x1, . . . , xm, we sometimes write

k〈x1, . . . , xm〉 = T (V ),

the free algebra generated by x1, . . . , xm. The symmetric algebra S(V ) (or
Sk(V )) and exterior algebra

∧
(V ) (or

∧
k(V )) are defined by

S(V ) = T (V )/(v ⊗ w − w ⊗ v | v, w ∈ V )

and
∧
(V ) = T (V )/(v ⊗ w + w ⊗ v | v, w ∈ V )

provided char(k) = 2. In case char(k) = 2, define
∧
(V ) instead as the

quotient of T (V ) by the ideal (v⊗v | v ∈ V ). We write Sn(V ) (respectively,∧n(V )) for the image of Tn(V ) in S(V ) (respectively, in
∧
(V )). These

definitions work equally well in the more general setting where k is taken to
be any commutative ring and V any k-module.

Example 3.1.3. Let A1 = k[x1], A2 = k[x2], and A = A1 ⊗ A2. Then
A ∼= k[x1, x2], a polynomial ring in two indeterminates. In Example 1.3.6,
we found that HH∗(Ai) ∼= k[xi, yi]/(y

2
i ) as a k-algebra, where |xi| = 0,

|yi| = 1 for i = 1, 2. By Theorem 3.1.2, HH∗(k[x1, x2]) is isomorphic to
the graded tensor product HH∗(A1)⊗HH∗(A2). Since it is a graded tensor
product and |yi| = 1, we thus see that

HH∗(k[x1, x2]) ∼= k[x1, x2]⊗
∧
(y1, y2)

as a graded algebra, where by
∧
(y1, y2) we mean the exterior algebra on the

vector space with basis y1, y2. We could instead write k[x1, x2] as S(x1, x2),
the symmetric algebra on the vector space with basis x1, x2 to which it is
isomorphic.

More generally, by induction on the number m of indeterminates,

HH∗(k[x1, . . . , xm]) ∼= k[x1, . . . , xm]⊗
∧
(y1, . . . , ym)

as a graded algebra, with |xi| = 0, |yi| = 1. We explain another way to
see this structure on Hochschild cohomology. Let V be the vector space
with basis x1, . . . , xm, and let W be the vector space with basis y1, . . . , ym.
Identify W with the dual space V ∗ of V . We may view the Hochschild
cohomology of A = k[x1, . . . , xm] as A ⊗

∧
(V ∗). Equivalently, this view

arises naturally from the tensor product complex approach to cup products
of Section 2.3, as we will explain next.
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The Ae-projective resolution of A = k[x1, . . . , xm] obtained by a tensor
product of m copies of resolution (1.1.19), one for each xi, may be described
as follows. As a graded vector space, let

(3.1.4) P � = A⊗
∧

�

(V )⊗A,

that is, Pn = A ⊗
∧n(V ) ⊗ A for each n. As a free Ae-module, we may

canonically identify each Pn with the degree n component of the tensor
product of m copies of resolution (1.1.19), one for each of x1, . . . , xm. We
identify 1 ⊗ xi1 ∧ · · · ∧ xin ⊗ 1 in Pn with (1 ⊗ 1)⊗m in the tensor product
complex, where the tensor factor 1⊗ 1 is taken to be in degree 1 when it is
in any of the positions i1, . . . , in, and is in degree 0 otherwise. Under this
identification, the differential on P � is given by

dn(1⊗ xi1 ∧ · · · ∧ xin ⊗ 1) =
n∑

j=1

(−1)j−1
(
xij ⊗ xi1 ∧ · · · ∧ x̂ij ∧ · · · ∧ xin ⊗ 1

− 1⊗ xiy1 ∧ · · · ∧ x̂ij ∧ · · · ∧ xin ⊗ xij
)
,

where the notation x̂ij indicates a deleted exterior factor. This extends
linearly to the formula:

dn(1⊗ v1 ∧ · · · ∧ vn ⊗ 1) =
n∑

j=1

(−1)j−1
(
vj ⊗ v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vn ⊗ 1

− 1⊗ v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vn ⊗ vj
)

for all v1, . . . , vn ∈ V . Applying HomAe(−, A), we see that the induced
differentials are all 0 since they involve differences of left and right multipli-
cation by vj and A is commutative. Therefore the Hochschild cohomology
space in each degree n is

HomAe(A⊗
∧n(V )⊗A,A) ∼= Homk(

∧n(V ), A)

∼= A⊗ (
∧n(V ))∗ ∼= A⊗

∧n(V ∗),

since V is finite dimensional, which agrees with our earlier observation. Now,
there is a diagonal map Δ : P � → P �⊗A P � arising from an embedding of P �

into the bar resolution B(A) that will be given by (3.4.12). This diagonal
map on P � will be the composition of this embedding with the diagonal map
on B(A) given by formula (2.3.3). This and definition (2.3.2) of cup product
yield another proof that the product on Hochschild cohomology is indeed
that of the tensor product A⊗

∧
(V ∗) of the two algebras A and

∧
(V ∗).

Our next examples are truncated polynomial rings.

Example 3.1.5. Let n1, n2 ≥ 2. Let A1 = k[x1]/(x
n1
1 ), A2 = k[x2]/(x

n2
2 ),

and A = A1 ⊗ A2. Then A ∼= k[x1, x2]/(x
n1
1 , xn2

2 ). For each i, we found in
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Example 2.2.2 that if ni is not divisible by char(k), then

HH∗(Ai) ∼= k[xi, yi, zi]/(x
ni
i , xni−1

i yi, y2i , xni−1
i zi),

where |xi| = 0, |yi| = 1, |zi| = 2. If neither n1 nor n2 is divisible by char(k),
then by Theorem 3.1.2,

HH∗(k[x1, x2]/(x
n1
1 , xn2

2 ))

∼= k[x1, x2, z1, z2]⊗
∧
(y1, y2)/(x

ni
i ⊗ 1, xni−1

i ⊗ yi, xni−1
i zi ⊗ 1).

The cases where one or both of n1, n2 is divisible by char(k) may be treated
similarly by applying results of Example 2.2.3. More generally, we see by in-
duction on the number m of generators that if none of n1, . . . , nm is divisible
by char(k), then

HH∗(k[x1, . . . , xm]/(xn1
1 , . . . , xnm

m ))

∼= k[x1, . . . , xm, z1, . . . , zm]⊗
∧
(y1, . . . , ym)/J,

where J = (xni
i ⊗ 1, xni−1

i ⊗ yi, xni−1
i zi ⊗ 1) and |xi| = 0, |yi| = 1, |zi| = 2.

If one or more of n1, . . . , nm is divisible by char(k), then we obtain the
Hochschild cohomology ring by applying Theorem 3.1.2 repeatedly, using
the results of Example 2.2.3, for a similar expression.

It is useful to describe the resolution of A = k[x1, . . . , xm]/(xn1
1 , . . . , xnm

m )
obtained as a tensor product of complexes for the factors Ai = k[xi]/(x

ni
i ):

let V be the vector space with basis ξ1, . . . , ξm, and let S(V ) be the symmet-
ric algebra on the vector space with basis ξ1, . . . , ξm so S(V ) ∼= k[ξ1, . . . , ξm].
Let

P � = A⊗ S(V )⊗A,

where |ξi| = 1 for each i. So for each j, Pj is the free A
e-module on standard

monomials (that is, monomials with scalar coefficient 1) in S(V ) of degree j,
since these form a basis for the degree j subspace of S(V ) as a vector space
over k. Then P � may be identified with the total complex of the tensor
product of m copies of resolution (1.1.22), one for each xi: the monomial

1⊗ ξi11 · · · ξimm ⊗ 1 is identified with the tensor product of m copies of 1⊗ 1,
one in each Ai⊗Ai, where the exponents i1, . . . , im indicate the homological
degree of the corresponding factor. We see then that the differential on P �

corresponding to the differential on the tensor product of complexes is given
by d =

∑m
j=1 dj, where

(3.1.6)

dj(1⊗ ξi11 · · · ξimm ⊗ 1)

= (−1)l

⎧⎪⎨⎪⎩
0, if ij = 0,

uj · (1⊗ ξi11 · · · ξij−1
j · · · ξimm ⊗ 1), if ij is odd,

vj · (1⊗ ξi11 · · · ξij−1
j · · · ξimm ⊗ 1), if ij is even and ij > 0,
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with uj = xj ⊗ 1 − 1 ⊗ xj , vj = x
nj−1
j ⊗ 1 + x

nj−2
j ⊗ xj + · · · + 1 ⊗ x

nj−1
j ,

and l = i1 + · · · + ij−1. Applying HomAe(−, A), we find that since A is
commutative, the induced differentials in odd degrees are all 0 while in even

degrees they are multiplication by njx
nj−1
j (which is 0 if and only if nj

is divisible by char(k)). This is consistent with the graded vector space
structure of HH∗(A) described above.

Exercise 3.1.7. Let V be a vector space of dimension m, and let n ≤ m.
What is the vector space dimension of

∧n(V )?

Exercise 3.1.8. Verify that the formula for the differential in Example 3.1.3
is indeed that of the tensor product of m copies of resolution (1.1.19), and
that after applying HomAe(−, A), the induced differentials are indeed all 0.

Exercise 3.1.9. Verify that the formula for the differential in Example 3.1.5
is indeed that of the tensor product of m copies of resolution (1.1.22), and
that after applying HomAe(−, A), the induced differentials are as claimed.

Exercise 3.1.10. Let M be an A-bimodule and N a B-bimodule. Consider
M⊗N to be an A⊗B-bimodule with action defined by (a⊗b)(m⊗n)(a′⊗b′) =
ama′ ⊗ bnb′ for all a, a′ ∈ A, b, b′ ∈ B, m ∈ M , n ∈ N .

(a) Use the techniques of the proof of Theorem 3.1.2 to prove that
under suitable finiteness hypotheses,

HH∗(A⊗B,M ⊗N) ∼= HH∗(A,M)⊗HH∗(B,N)

as graded vector spaces.

(b) Prove a homology version of Theorem 3.1.2, using the same proof
techniques:

HH∗(A⊗B,M ⊗N) ∼= HH∗(A,M)⊗HH∗(B,N)

as graded vector spaces. Does this isomorphism require any finite-
ness hypotheses?

Exercise 3.1.11. Use Exercise 3.1.10(b) to obtain an expression for the
Hochschild homology space HH∗(k[x1, . . . , xm]) similar to that for Hochschild
cohomology found in Example 3.1.3.

3.2. Twisted tensor product of algebras

Twisted tensor products generalize the tensor products and graded tensor
products discussed in Section 3.1. Here we present the work of Bergh and
Oppermann [30] on a twisted tensor product of algebras where the multi-
plication is twisted by a bicharacter on grading groups.

Let A1, A2 be k-algebras that are graded by abelian groups Γ1, Γ2,
respectively. That is, A1 =

⊕
γ∈Γ1

(A1)γ , a direct sum of vector spaces, such
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that (A1)γ(A1)γ′ ⊆ (A1)γ+γ′ for all γ, γ′ ∈ Γ1, and similarly for A2, Γ2. Let
t : Γ1 × Γ2 → k× be a bicharacter, that is,

t(0, γ2) = t(γ1, 0) = 1,

t(γ1 + γ′1, γ2) = t(γ1, γ2)t(γ
′
1, γ2),

t(γ1, γ2 + γ′2) = t(γ1, γ2)t(γ1, γ
′
2)

for all γi, γ
′
i ∈ Γi. The twisted tensor product algebra

A = A1 ⊗tA2

is A1 ⊗A2 as a vector space, and multiplication is determined by

(a1 ⊗ a2) · (a′1 ⊗ a′2) = t(|a′1|, |a2|)a1a′1 ⊗ a2a
′
2

for all homogeneous elements a1, a
′
1 ∈ A1 and a2, a

′
2 ∈ A2, where |a′1| denotes

the degree of a′1 in Γ1 and similarly |a2| in Γ2. By its definition, A1 ⊗t A2

is graded by the group Γ1 × Γ2: (A1 ⊗t A2)(γ1,γ2) = (A1)γ1 ⊗ (A2)γ2 for all
γ1 ∈ Γ1, γ2 ∈ Γ2.

Our first example is the quantum plane.

Example 3.2.1. Let A1 = k[x1] and A2 = k[x2], each graded by Z in the
standard way: let |x1| = |x2| = 1. Let q be any nonzero scalar. Define t :
Z×Z → k× by t(m,n) = q−mn for all m,n ∈ Z. Recall from Section 3.1 that
k〈x1, x2〉 denotes the free k-algebra on x1, x2, so that k〈x1, x2〉 is identified
with the tensor algebra T (V ), where V is the vector space with basis x1, x2.
The twisted tensor product A1 ⊗tA2 of A1 and A2 is given by

A = A1 ⊗tA2
∼= k〈x1, x2〉/(x1x2 − qx2x1),

called a skew polynomial ring or quantum plane, and is denoted kq[x1, x2].
The latter terminology recalls the affine plane, which may be identified with
the set of maximal ideals of the commutative polynomial ring k[x1, x2] (the
case q = 1) if k is algebraically closed. More generally we iterate this
construction to obtain a skew polynomial ring or quantum affine space

kq[x1, . . . , xm] = k〈x1, . . . , xm〉/(xixj − qijxjxi | 1 ≤ i, j ≤ m)

determined by a set q = {qij} of nonzero scalars for which qii = 1 and

qji = q−1
ij for all i, j (1 ≤ i, j ≤ m). Sometimes kq[x1, . . . , xm] is also called

a quantum symmetric algebra, however, this term is also used both more
generally and slightly differently in other contexts, so we will not use it
here.

Our next example is a noncommutative version of a truncated polyno-
mial ring.
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Example 3.2.2. Let n1, n2 ≥ 2, A1 = k[x1]/(x
n1
1 ), and A2 = k[x2]/(x

n2
2 ).

Each of A1, A2 is Z-graded just as in Example 3.2.1. Define a bicharacter t
as in that example. The twisted tensor product algebra A1 ⊗tA2 is isomor-
phic to k〈x1, x2〉/(x1x2 − qx2x1, xn1

1 , xn2
2 ). More generally we iterate this

construction to obtain a truncated skew polynomial ring,

k〈x1, . . . , xm〉/(xixj − qijxjxi, xni
i | 1 ≤ i, j ≤ m)

determined by a set q = {qij} of scalars satisfying the conditions given in
Example 3.2.1, and positive integers n1, . . . , nm. Such an algebra is also
called a quantum complete intersection, recalling the special case in which
all qij = 1 (a commutative algebra that is a complete intersection).

We return to the general case of a twisted tensor product A1⊗tA2 of alge-
bras A1, A2 determined by abelian grading groups Γ1, Γ2 and a bicharacter
t : Γ1 × Γ2 → k×. We construct a projective resolution of the (A1 ⊗tA2)

e-
module A1⊗tA2 from those of A1 and A2. Let P � be a graded Ae

1-projective
resolution of A1, that is, each Ae

1-module Pi is graded by Γ1 in such a way
that (A1)γ(Pi)γ′(A1)γ′′ ⊆ (Pi)γ+γ′+γ′′ for all γ, γ′, γ′′ ∈ Γ1, the differentials
preserve the grading, and Pi embeds as a direct summand of a free module
via a graded map (that is, a map that preserves Γ1-degree). For exam-
ple, the bar resolution (1.1.4) is graded (by grading a tensor product in the
usual way, (A⊗A)γ =

⊕
γ′+γ′′=γ(Aγ′ ⊗Aγ′′)). Similarly, let Q � be a graded

projective resolution of the Ae
2-module A2.

Consider the tensor product complex P � ⊗ Q � as a complex of vector
spaces. By the Künneth Theorem (Theorem A.5.2), since the tensor product
is over the field k, the total complex has homology 0 in all positive degrees,
and in degree 0 its homology is A1 ⊗ A2. We will put the structure of an
(A1⊗tA2)

e-module on each Pi⊗Qj in such a way that it is projective and the
differentials are (A1 ⊗tA2)

e-module homomorphisms. It will follow that the
total complex of P �⊗Q � is an (A1 ⊗tA2)

e-projective resolution of A1 ⊗tA2.
For all homogeneous x ∈ Pi, y ∈ Qj, a1, a

′
1 ∈ A1, and a2, a

′
2 ∈ A2, set

(a1 ⊗ a2)(x⊗ y)(a′1 ⊗ a′2) = t(|x|, |a2|)t(|a′1|, |a2|)t(|a′1|, |y|)a1xa′1 ⊗ a2ya
′
2.

A calculation shows that this gives Pi ⊗Qj the structure of an (A1 ⊗tA2)
e-

module. Moreover, it can be shown to be projective by the same argument
used on page 46. Finally, a calculation shows that the differentials on the
tensor product complex P � ⊗ Q � are (A1 ⊗tA2)

e-module homomorphisms
since the differentials on P � and Q � preserve gradings.

We have proven the following theorem of Bergh and Oppermann [30].

Theorem 3.2.3. Let A1 and A2 be k-algebras graded by abelian groups
Γ1 and Γ2, respectively. Let P � (respectively, Q �) be a graded projective
resolution of A1 as an Ae

1-module (respectively, of A2 as an Ae
2-module).
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3.2. Twisted tensor product of algebras 55

Then Tot(P � ⊗ Q �) is a projective resolution of the twisted tensor product
algebra A1 ⊗tA2 as an (A1 ⊗tA2)

e-module.

Remark 3.2.4. Suppose that A1, A2 are augmented algebras, that is, for
each i, there is an algebra homomorphism εi : Ai → k (called an augmen-
tation map). If these augmentation maps ε1, ε2 are graded maps, then the
twisted tensor product algebra A1 ⊗tA2 is augmented by ε = ε1 ⊗ ε2. Con-
sider k itself to be a module for each of A1, A2, A1⊗tA2 via the augmentation
maps ε1, ε2, ε, respectively. A construction similar to that above leads to a
projective resolution of k as an A1 ⊗tA2-module from projective resolutions
of k as an A1-module and as an A2-module. See [30] for details.

The resolution given by the total complex of P �⊗Q � constructed above
may be used to understand Hochschild cohomology of the twisted tensor
product algebra A1 ⊗tA2. There is however not a result as straightforward
as Theorem 3.1.2 that describes the Hochschild cohomology ring of A1⊗tA2

in terms of that of A1 and A2. (For one thing, Hochschild cohomology is
graded commutative, while the twisted tensor product generally is not, and
so even in degree 0, the Hochschild cohomology space of the twisted tensor
product algebra may not be the twisted tensor product of the degree 0
Hochschild cohomology spaces of the two algebras.) The grading on P �,
Q � by Γ1, Γ2 does impart some structure to the Hochschild cohomology
ring of A1 ⊗tA2, and one consequence is that there is a result analogous to
Theorem 3.1.2 for the part of Hochschild cohomology graded by a subgroup
of Γ1 × Γ2 contained in the kernel of the bicharacter t. This is proven by
retracing the steps of the proof of Theorem 3.1.2, noting that the sequence
of isomorphisms of Hom spaces given there works for subspaces graded by
such a subgroup of Γ1 × Γ2. See [30, Theorem 4.7].

We give details of the resolution of the twisted tensor product A1 ⊗tA2

constructed above for our Examples 3.2.1 and 3.2.2.

Example 3.2.5. Let A = kq[x1, x2] ∼= A1 ⊗tA2 as in Example 3.2.1. Let
P � be the resolution (1.1.19) of Example 1.1.18 for A1. In order for P � to be
a graded resolution, the differentials must preserve grading, and accordingly
we shift the Z-grading of Ae

1 in the homological degree 1 component so that
1 ⊗ 1 there has graded degree 1. Then the differential is indeed a graded
map. Let Q � be a similar resolution for A2. By Theorem 3.2.3, Tot(P �⊗Q �)
is an Ae-projective resolution of A. Apply HomAe(−, A) to obtain

0 ←− HomAe(P1 ⊗Q1, A) ←−HomAe

(
(P0 ⊗Q1)⊕ (P1 ⊗Q0), A

)
←− HomAe(Ae, A) ←− 0,

which is equivalent, under standard isomorphisms, to

0 A�� A⊕A
d∗2�� A

d∗1�� 0.��
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Under our identifications and degree shifts, a calculation shows that the
differentials d∗1, d

∗
2 are given by

d∗1(a⊗ b) =
(
(q−|a| − 1)a⊗ bx2, (1− q−|b|)ax1 ⊗ b

)
,

d∗2(a⊗ b, a′ ⊗ b′) = (1− q−|b|−1)ax1 ⊗ b+ (1− q−|a′|−1)a′ ⊗ b′x2

for all homogeneous a, a′ ∈ A1 and b, b′ ∈ A2. (Note that in case q = 1,
these differentials are indeed 0, in accordance with Example 3.1.3.) We may
iterate this construction to obtain a free resolution of A as an Ae-module
for A = kq[x1, . . . , xm].

Example 3.2.6. Another important family of algebras that may be con-
structed as twisted tensor products are the quantum complete intersections
of Example 3.2.2. For simplicity, we focus here on the case m = 2 and
n1 = n2 = 2: A = k〈x1, x2〉/(x1x2 − qx2x1, x21, x22). Similar techniques
yield information about the more general case. Buchweitz, Green, Madsen,
and Solberg [38] used precisely these examples to answer a question of Hap-
pel [105], showing that some of these are finite-dimensional algebras that
have finite-dimensional Hochschild cohomology yet infinite global dimension.
We give some details next.

Let P � (respectively, Q �) be resolution (1.1.22) for A1 = k[x1]/(x
n1
1 )

(respectively, A2 = k[x2]/(x
n2
2 )). The total complex of P � ⊗ Q � has the

structure of an Ae-projective resolution of A, where A = A1 ⊗tA2. This is
equivalent to the projective resolution constructed in [38].

Now consider k to be an A-module on which each of x1, x2 acts as 0,
that is, A is augmented with augmentation map ε : A → k given by the
algebra homomorphism sending each of x1, x2 to 0. Applying − ⊗A k to
Tot(P �⊗ Q �), we obtain a projective resolution of k as an A-module. This
resolution may be used to show that ExtnA(k, k) = 0 for all n, independent
of the characteristic of k and of the value of q. It follows that A has infinite
global dimension, since existence of a projective resolution of finite length
would imply ExtnA(k, k) = 0 for all n larger than the length of the resolution.

If q is not a root of unity and char(k) = 2, we claim the Hochschild
cohomology ring HH∗(A) is 5-dimensional as a vector space: in this case,
computations using our resolution P � ⊗ Q � show that HH0(A) is a vector
space spanned by 1 and x1x2 (the center of A), HH1(A) is a vector space
spanned by elements y1 and y2 that arise from functions at the chain level
taking (1⊗1)⊗(1⊗1) in degree (1, 0) to x1⊗1 and (1⊗1)⊗(1⊗1) in degree
(0, 1) to 1⊗ x2, respectively, HH2(A) is a vector space spanned by y1 � y2,
and HHi(A) = 0 for all i ≥ 3. Therefore HH∗(A) is a 5-dimensional vector
space as claimed. In this way we see that A has infinite global dimension
and yet finite-dimensional Hochschild cohomology. Generalizations to larger
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classes of examples of algebras with these properties are given by Bergh and
Erdmann [28] and by Parker and Snashall [170].

We next determine the algebra structure of the Hochschild cohomology
ring in this case that q is not a root of unity and char(k) = 2. The cup
product of the degree 0 element x1x2 with yi is 0 for i = 1, 2. Considering
the vector space dimension in each degree, it now follows that there is an
isomorphism of algebras

HH∗(A) ∼= k[x1x2]/((x1x2)
2)×k

∧
(y1, y2),

where the latter is a fiber product. (The fiber product R1 ×k R2 of two
augmented k-algebras R1, R2 is the subring of R1 ⊕ R2 consisting of pairs
(r1, r2) such that the images of r1 and r2 under the respective augmentation
maps are equal, i.e., the fiber product is the pullback of the two augmenta-
tion maps.) See [38] for details, as well as the cases where char(k) = 2 or
where q = 0.

If q is a root of unity, the Hochschild cohomology ring has a completely
different structure. In this case, it is infinite dimensional, yet there are gaps:
it is 0 in infinitely many degrees. See [38] for details.

Related examples are the more general quantum complete intersections
of Example 3.2.2, appearing in several papers, and more general algebras for
which the relation x1x2 − qx2x1 is replaced by (x1x2)

l − q(x2x1)
l for some

positive integer l. See, for example, [30,63,64,167].

For comparison, we briefly present a more general definition of twisted
tensor product algebra given by Čap, Schichl, and Vanžura [43]: again let
A1, A2 be k-algebras. Let τ : A2 ⊗ A1 → A1 ⊗ A2 be a bijective k-linear
map for which τ(1A2 ⊗ a1) = a1 ⊗ 1A2 and τ(a2 ⊗ 1A1) = 1A1 ⊗ a2 for all
a1 ∈ A1, a2 ∈ A2, and τ(πA2⊗πA1) = (πA1⊗πA2)(1⊗τ⊗1)(τ⊗τ)(1⊗τ⊗1)
as maps from A2 ⊗ A2 ⊗ A1 ⊗ A1 to A1 ⊗ A2. Call τ a twisting map. The
twisted tensor product algebra A1 ⊗τA2 is defined to be A1 ⊗A2 as a vector
space with multiplication given by (πA1 ⊗ πA2)(1 ⊗ τ ⊗ 1) as a map from
(A1 ⊗ A2) ⊗ (A1 ⊗ A2) to A1 ⊗ A2. This is a more general notion than
our earlier twisted tensor product of algebras arising from a bicharacter. In
that case we may set τ(a2 ⊗ a1) = t(|a1|, |a2|)a1 ⊗ a2 for all homogeneous
a1 ∈ A1, a2 ∈ A2, and then A1 ⊗tA2

∼= A1 ⊗τ A2. In fact, any algebra
that is isomorphic as a vector space to A1 ⊗ A2 for some subalgebras A1

and A2 is isomorphic to a twisted tensor product algebra under this more
general definition. For more details, see [43], and for resolutions for these
more general twisted tensor product algebras, see [103,148,196].
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Exercise 3.2.7. Let A = A1 ⊗tA2 be the twisted tensor product given in
Example 3.2.1. For each positive integer n, let

[n]q = 1+ q+ q2+ · · ·+ qn−1, [n]q! = [1]q[2]q · · · [n]q,
[
n
r

]
q

=
[n]q!

[r]q![n− r]q!

for all r (0 ≤ r ≤ n), where [0]q! = 1 and the last expression is defined only
when [r]q![n− r]q! = 0.

(a) Show that when the coefficients in the expression below are defined,
for all n ≥ 1,

(x1 + x2)
n =

n∑
r=0

[
n
r

]
q−1

xr1x
n−r
2 .

(b) Suppose that q is a primitive nth root of unity. Show that in A,

(x1 + x2)
n = xn1 + xn2 .

Exercise 3.2.8. Verify that the formulas for d∗1 and d∗2 given in Exam-
ple 3.2.5 are indeed those arising from the differential on the tensor product
of the resolutions P � and Q �.

Exercise 3.2.9. Suppose q is not a root of unity, and let A = kq[x1, x2],
defined as in Example 3.2.5. Use the resolution given there to find the
structure of HH∗(A) as a graded vector space.

Exercise 3.2.10. Let A = kq[x1, . . . , xm]. Use the methods of Exam-
ple 3.2.5 to find a formula for the differential of a resolution of A as an
Ae-module, constructed as described there.

Exercise 3.2.11. Verify the claimed structure of HH∗(A) in Example 3.2.6
in case q is not a root of unity and char(k) = 2.

Exercise 3.2.12. Let A = k〈x1, x2〉/(x1x2 − qx2x1, xn1
1 , xn2

2 ) for some
nonzero scalar q and positive integers n1, n2 ≥ 2. Use the resolution in Ex-
ample 3.2.6 to find (a) Ext∗A(k, k) and (b) the Hochschild homology HH∗(A).

3.3. Koszul complexes and the HKR Theorem

In this section we define Koszul complexes associated to regular sequences
of central elements in an algebra. We use them to prove the Hochschild-
Kostant-Rosenberg (HKR) Theorem [116] that describes Hochschild homol-
ogy and cohomology rings of smooth commutative algebras (Theorem 3.3.6).

Definition 3.3.1. Let x be a central element of an algebra A. The Koszul
complex associated to x is

K(x) : 0 �� A
x· �� A �� 0,
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concentrated in degrees 1 and 0. More generally, let x = (x1, . . . , xn) be a
sequence of central elements x1, . . . , xn in A. The Koszul complex associated
to x is the total complex

(3.3.2) K(x) : Tot(K(x1)⊗A · · · ⊗A K(xn)).

Note that if x is not a zero divisor of A, then by the above definition
of the Koszul complex K(x) associated to the element x, H1(K(x)) = 0
and H0(K(x)) ∼= A/(x). Consequently K(x) is a (free) resolution of the
A-module A/(x) with action of A given by projection onto A/(x) followed
by multiplication. This observation generalizes to a statement about the
Koszul complex K(x) associated to the sequence x provided it is a regular
sequence, as we define next. Given an A-module M , we say that a nonzero
element x ∈ A is a zero divisor of M if xm = 0 for some m = 0.

Definition 3.3.3. A sequence (x1, . . . , xn) of central elements in an algebra
A is a regular sequence if x1 is not a zero divisor of A and for each i, xi
is not a zero divisor of the A-module A/(x1, . . . , xi−1), where this time the
notation (x1, . . . , xi−1) refers to the ideal generated by these elements.

Theorem 3.3.4. If x = (x1, . . . , xn) is a regular sequence in A, then the
Koszul complex K(x) is a free resolution of the A-module A/(x1, . . . , xn).

Proof. We will use induction on n. Suppose n = 1. Since x1 is not a
zero divisor of A, augmenting the sequence K(x1) by the term A/(x1) in
degree−1 yields an exact sequence. Clearly the terms in nonnegative degrees
are free as (left) A-modules. Thus the statement holds when n = 1.

Since x is a regular sequence by hypothesis, (x1, . . . , xn−1) is a regular
sequence. Assume that K(x1, . . . , xn−1) is a free resolution of the A-module
A/(x1, . . . , xn−1). Consider A to be a complex concentrated in degree 0, and
accordingly, A[−1] to be the complex consisting of A in degree 1. We form
a short exact sequence of complexes 0 → A → K(xn) → A[−1] → 0:

0

��

0

��

0

��

0 �� 0 ��

��

A
1A ��

xn·
��

A

��

�� 0

0 �� A

��

1A
�� A ��

��

0

��

�� 0

0 0 0

Take the tensor product, over A, with K(x1, . . . , xn−1). There is a canonical
isomorphism K(x1, . . . , xn−1) ⊗A A ∼= K(x1, . . . , xn−1), and so this results
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in a short exact sequence of complexes

0 �� K(x1, . . . , xn−1) �� K(x) �� K(x1, . . . , xn−1)[−1] �� 0.

By the induction hypothesis, the corresponding homology long exact se-
quence (see Theorem A.4.2) ends in

0 −→ H1(K(x)) −→ H1(K(x1, . . . , xn−1)[−1])

∂1−−→ H0(K(x1, . . . , xn−1)) −→ H0(K(x)) −→ 0.

The two middle terms are simply A/(x1, . . . , xn−1), again as a consequence
of the induction hypothesis. A diagram chase shows that the connecting
homomorphism ∂1 is multiplication by xn. Since xn is not a zero divisor of
A/(x1, . . . , xn−1) by hypothesis, the sequence

0 → A/(x1, . . . , xn−1)
xn·−−→ A/(x1, . . . , xn−1) → A/(x1, . . . , xn) → 0

is exact. Comparing the two sequences, we conclude that H1(K(x)) = 0 and
H0(K(x)) ∼= A/(x1, . . . , xn). A look at the rest of the long exact sequence
shows that by the induction hypothesis, Hi(K(x)) = 0 for all i ≥ 1. Finally,
we note that the terms in K(x) are all direct sums of (left) A-modules of
the form A⊗A A⊗A · · · ⊗A A ∼= A, and so are free. �

See [223, Section 4.5] for a more general version of the above theorem.

Example 3.3.5. Let A = k[x1, . . . , xn]. Then

(x1 ⊗ 1− 1⊗ x1, . . . , xn ⊗ 1− 1⊗ xn)

is a regular sequence in Ae. The associated Koszul complex

K(x1 ⊗ 1− 1⊗ x1, . . . , xn ⊗ 1− 1⊗ xn)

can be identified with resolution (3.1.4) by its definition, as a consequence
of an isomorphism Ae/(x1 ⊗ 1− 1⊗ x1, . . . , xn ⊗ 1− 1⊗ xn) ∼= A. Similarly,
(x1, . . . , xn) is a regular sequence of A and K(x1, . . . , xn) is a resolution of
A/(x1, . . . , xn) ∼= k as an A-module.

A classical theorem of Hochschild, Kostant, and Rosenberg [116] gives
the structure of Hochschild (co)homology of a smooth finitely generated
commutative algebra. The theorem has more general versions than what
we present here; see, for example, [223, Theorem 9.4.7]. Here we can take
as a definition of smooth algebra A one for which there is a finite projec-
tive resolution by finitely generated projective Ae-modules (see the general
Definition 4.1.4 of smoothness for not necessarily commutative algebras).
For the commutative rings of interest here, this is equivalent to many other
definitions of smoothness; see, e.g., [146, Proposition 3.4.2] and [216]. See
also [156]. In Chapter 4, we will explore smooth commutative and noncom-
mutative algebras in some detail.
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Recall from Section 1.2 that for a commutative algebra A, the Hochschild
cohomology in degree 1 may be identified with the space of k-derivations:
HH1(A) ∼= Der(A). We will use here the standard notation Ω1

com(A) for the
Hochschild homology space in degree 1:

Ω1
com(A) = HH1(A).

In Section 4.2 we will use this notation Ω1
com(A) for the A-module of Kähler

differentials defined there and show that it is indeed isomorphic to HH1(A).
Thus one consequence of the following theorem is that for a smooth finitely
generated commutative algebra, Hochschild homology HH∗(A) and cohomol-
ogy HH∗(A) are generated as algebras by their degree 1 components HH1(A)
and HH1(A), respectively. The algebra structure on Hochschild homology
is that given by the shuffle product (Section 1.5), and that on Hochschild
cohomology by cup product (Section 1.3 and Chapter 2).

Theorem 3.3.6 (Hochschild-Kostant-Rosenberg Theorem). Let k be a field,
and let A be a smooth finitely generated commutative algebra over k. There
are isomorphisms of graded algebras,

HH∗(A) ∼=
∧

A(Der(A)) and HH∗(A) ∼=
∧

A(Ω
1
com(A)).

Proof. We will prove the cohomology isomorphism. The homology isomor-
phism is similar; see, e.g., [223, Theorem 9.4.7]. There is a map

ψ :
∧

A(Der(A)) → HH∗(A)

given by identifying
∧0

A(Der(A)) with A ∼= HH0(A) and
∧1

A(Der(A)) with

Der(A) ∼= HH1(A), and then extending to an algebra homomorphism. Note
that ψ is well-defined due to the graded commutativity of HH∗(A). Further,
ψ is an isomorphism if and only if ψ⊗AAm is an isomorphism for every maxi-
mal ideal m of A. (See Matsumura [156] for needed properties of localization
such as [156, Theorem 4.6].) We will prove this latter statement.

Since Ext commutes with localization [223, Proposition 3.3.10], there is
an isomorphism HH∗(Am) ∼= HH∗(A)⊗A Am for any maximal ideal m of A.
We will show that HH∗(Am) ∼=

∧
Am

(Der(Am)) for every maximal ideal m of
A. The claimed isomorphism will follow. This will be the case once we have
shown that ψ is an isomorphism whenever A is a local ring.

Now assume A is local with unique maximal ideal m. Let M be the
inverse image of m in Ae under the multiplication map π, so that M is a
maximal ideal of Ae. Since A is smooth, Ae is a regular ring [223, Propo-
sition 9.4.6]. (See [156] or [223] for properties of regular rings.) Since A is
local, A ∼= Am. Now A ∼= Am

∼= (Ae)M/(Kerπ)M [156, Theorem 4.2] and
since (Ae)M is a regular local ring, (Kerπ)M is generated by a regular se-
quence x [223, Exercise 4.4.2]. By Theorem 3.3.4, K(x) is a free resolution
of the (Ae)M -module A ∼= Am. Restrict to Ae and apply HomAe(−, A). The
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differentials are 0 since x is a regular sequence of elements in (Kerπ)M , and
upon taking homomorphisms to A, we multiply. Thus the cohomology is as
claimed. The multiplicative structure is as stated by applying a diagonal
map and formula (2.3.2) for cup product, analogous to the argument at the
end of Example 3.1.3. �

Remark 3.3.7. It follows from Theorem 3.3.6 that for a smooth finitely
generated commutative algebra A, HHn(A) = HHn(A)en(n), a component
of the Hodge decomposition (1.6.2) of HHn(A); see [146, Theorem 4.5.12].
The Harrison cohomology of A in degrees 2 and higher is thus 0 since it
is in a different component; see the Hodge decomposition (1.6.2) and com-
ments following it. The vanishing of Harrison cohomology in degree 2 has
implications for the algebraic deformation theory of A (see Section 5.2).

There are converse statements to Theorem 3.3.6. Let A be a finitely
generated commutative algebra. If the Hochschild homology of A van-
ishes in one positive even degree and in one positive odd degree, then A
is smooth [14, 15]. If its Hochschild cohomology vanishes for sufficiently
many positive degrees, then A is smooth [13]. If its Hochschild homology is
finitely generated, then A is smooth [12].

Exercise 3.3.8. Verify the claims made in Example 3.3.5, that is, the
Koszul complex associated to the regular sequence

(x1 ⊗ 1− 1⊗ x1, . . . , xn ⊗ 1− 1⊗ xn)

is equivalent to resolution (3.1.4).

Exercise 3.3.9. Let A = k[x1, . . . , xm]. Explain how Theorem 3.3.6 is
consistent with our earlier calculation of HH∗(A) in Example 3.1.3. What
is HH∗(A) (cf. Exercise 3.1.11)?

3.4. Koszul algebras

Some of the algebras we have seen in this chapter turn out to be Koszul
algebras, as introduced by Priddy [177]. In this section, we will give sev-
eral equivalent definitions of Koszul algebras, one of which is existence of a
bimodule resolution of a particular type. This resolution can be used to com-
pute Hochschild cohomology, and we revisit earlier examples in this light.
We assume here that the algebra A is graded (by N) and connected, that
is, A0 = k. More general Koszul algebras are considered in the literature.
(See, e.g., [154] for an introduction to Koszul algebras defined by quivers
and relations, and further references therein.)

Let V be a finite-dimensional vector space, and let T (V ) be the tensor
algebra of V as defined in Section 3.1. So T (V ) =

⊕
n≥0 T

n(V ), where
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T 0(V ) = k, T 1(V ) = V , and Tn(V ) = V ⊗ · · · ⊗ V (n tensor factors). Then
T (V ) is a graded algebra with |v| = 1 for all v ∈ V . Let R be a subspace of
T 2(V ), that is,

R ⊆ V ⊗ V,

and let

A = T (V )/(R),

where (R) denotes the ideal generated by R in T (V ). We call R the space of
relations for A. By definition, A is a quadratic algebra, that is, A is a graded
algebra generated by elements in degree 1 and with relations in degree 2.

Let V ∗ = Homk(V, k) be the dual vector space to V . Since V is finite
dimensional, we may identify (V ⊗ V )∗ with V ∗ ⊗ V ∗. Let

R⊥ = {u ∈ V ∗ ⊗ V ∗ | u(r) = 0 for all r ∈ R}.
The quadratic dual (or Koszul dual) of A is the quadratic algebra

A! = T (V ∗)/(R⊥).

Example 3.4.1. Let V be a vector space with basis x1, . . . , xm. Let q =
{qij} be a set of nonzero scalars with qii = 1 and qji = q−1

ij for all i, j as in
Example 3.2.1. Let

R = Spank{xi ⊗ xj − qijxj ⊗ xi | 1 ≤ i < j ≤ m}.
Then A = T (V )/(R) ∼= kq[x1, . . . , xm], the skew polynomial ring of Exam-
ple 3.2.1. Let x∗1, . . . , x

∗
m denote the dual basis to the basis x1, . . . , xm of V .

Calculations show that the subspace R⊥ of V ∗ ⊗ V ∗ is

R⊥ = Spank{x∗i ⊗ x∗j + q−1
ij x∗j ⊗ x∗i , x∗i ⊗ x∗i | 1 ≤ i < j ≤ m}.

Setting yi = x∗i for each i, the Koszul dual of A is thus

A! ∼= k〈y1, . . . , ym〉/(yiyj + q−1
ij yjyi, y2i | 1 ≤ i, j ≤ m),

sometimes denoted
∧

q−1(V ∗) and called a quantum exterior algebra. (Here

k〈y1, . . . , ym〉 denotes the tensor algebra on the vector space V ∗.) As a
special case, if qij = 1 for all i, j, then A ∼= k[x1, . . . , xm] and A! ∼=

∧
(V ∗).

Example 3.4.2. Let V be a finite-dimensional vector space, and let R = 0,
the zero subspace of V ⊗ V . Then A = T (V )/(R) ∼= T (V ) and A! ∼= k ⊕ V ∗

since R⊥ = V ∗ ⊗ V ∗.

Next we will define Koszul algebras to be connected quadratic algebras
having particular types of resolutions. To this end, identify the field k with
the quotient space A/A+, where

A+ =
⊕
n>0

An.
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Let ε : A → k be the corresponding quotient map. Then A is an augmented
algebra, as defined in Remark 3.2.4, via this augmentation map ε, and k is an
A-module via ε. Consider a graded free resolution P � of the A-module k, that
is, each A-module Pn is free and thus graded via the grading on A, shifted in
such a way that the differentials are graded maps. We further require each Pn

to be locally finite-dimensional (i.e., having finite-dimensional homogeneous
components). Note that such a P � exists since V is finite dimensional, as
for example we could take P � to be B(A) ⊗A k, where B(A) is the bar
resolution (1.1.4). For each Pn, choose a free basis {pnl | l ∈ Ln} for Ln some

indexing set in order to identify it with the free module A⊕Ln ∼=
⊕

l∈Ln
Apnl .

The differentials may then be viewed as matrices with entries in A. Since we
have chosen each Pn to be finite dimensional in each degree, the differential
on each homogeneous subspace is given by a finite matrix. We say that P � is
minimal if the matrix entries are all in A+, and linear if the matrix entries
are all in A1. In this context, this definition of a minimal resolution agrees
with the more general definition of Section A.2 (since, for example, applying
HomA(−, k) to P � results in a complex with differentials all 0).

Definition 3.4.3. A graded connected quadratic algebraA = T (V )/(R) is a
Koszul algebra if the A-module k has a linear minimal graded free resolution.

There are many equivalent definitions of Koszul algebras, as we will see
in the next theorem below. In fact, for any algebra that is graded, connected,
and locally finite dimensional (i.e., having finite-dimensional homogeneous
components), existence of a linear minimal graded free resolution implies it
is quadratic (see [177]). Thus the assumption that the algebra is quadratic
need not be part of the definition of Koszul algebra, and we include it only
for convenience, as is common to do. Some of the equivalent definitions of
Koszul algebras involve specific complexes, which we will construct next. For
more general constructions of minimal resolutions in particular, see [42] for
algebras defined by generators and relations and [105] for finite-dimensional
algebras.

Consider the following sequence:

(3.4.4)

· · · d4 �� K3(A)
d3 �� A⊗R⊗A

d2 �� A⊗ V ⊗A
d1 ��

A⊗A
π �� A �� 0,

where for each n ≥ 2, Kn(A) = A⊗K ′
n(A)⊗A with

K ′
n(A) =

⋂
i+j=n−2

(V ⊗i ⊗R⊗ V ⊗j).
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Write K0(A) = A ⊗ A and K1(A) = A ⊗ V ⊗ A. The differentials dn
are those of the bar resolution B(A) defined in (1.1.4) under the canonical
embedding of K(A) into B(A); a calculation shows that the sequence (3.4.4)
is indeed closed under this differential. Then (3.4.4) is a chain complex. It
may or may not be a resolution of A, and it turns out that Koszul algebras
are precisely those for which it is, as Theorem 3.4.6 below states.

We need some more notation to state the theorem. For each n ≥ 0, let

K̃n(A) = A⊗K ′
n(A), a left A-module under multiplication by the leftmost

factor. Note that K̃n(A) ∼= Kn(A) ⊗A k as a (left) A-module. We will be
interested in the resulting sequence:

(3.4.5) · · · �� K̃2(A) �� K̃1(A) �� K̃0(A) �� k �� 0.

Theorem 3.4.6. Let A = T (V )/(R) be a finitely generated graded connected
quadratic algebra. The following are equivalent:

(i) A is a Koszul algebra.

(ii) Ext∗A(k, k)
∼= A! as graded algebras.

(iii) Ext∗A(k, k) is generated by Ext1A(k, k) as an algebra.

(iv) K̃(A) is a resolution of k as an A-module.

(v) K(A) is a resolution of A as an Ae-module.

When the equivalent conditions of the theorem hold, we call K̃(A) a
Koszul resolution, and K(A) a Koszul bimodule resolution (also called a
Koszul resolution when it is clear from context that bimodules are intended).

To prove Theorem 3.4.6, we will largely follow notes of Krähmer [137].
More details may be found there and in earlier literature such as [177]. We
will first introduce a second grading on Ext∗A(k, k) arising from the grading
on the algebra A, and prove a lemma about the relationship between the
quadratic dual A! and this grading. We assume for the rest of this section
that A = T (V )/(R) is a graded connected quadratic algebra.

To define the second grading on Ext∗A(k, k), we consider the reduced

bar resolution B̃ � of k as an A-module, where B̃n = A ⊗ (A+)
⊗n and the

differentials are given by

dn(a0 ⊗ · · · ⊗ an) =
n−1∑
i=0

(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an

for n ≥ 1. (Note that B̃n = Bn(A)⊗Ak and these differentials are induced by
those on the reduced bar resolution B �(A) of A as an Ae-module introduced
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in Definition 1.1.17.) Then B̃ � is graded by the grading on A:

(B̃n)m =
⊕

j0+···+jn=m

(Aj0 ⊗ (A+)j1 ⊗ · · · ⊗ (A+)jn).

This leads to a grading on HomA(B̃n, k), where

HomA(B̃n, k)−m = {f ∈ HomA(B̃n, k) | f((B̃n)i) = 0 if i = m}.

The bigrading on Ext∗A(k, k) is now given as

ExtnA(k, k) =
⊕
m≥0

Extn,−m
A (k, k),

where the vector space Extn,−m
A (k, k) is the subquotient Ker(d∗n+1)/ Im(d∗n)

of HomA(B̃n, k)−m; we have identified the maps d∗n+1, d
∗
n with their restric-

tions to the indicated subspaces.

There is a cup product on Ext∗A(k, k), defined via the reduced bar reso-

lution B̃ � just as in (1.3.2) for Hochschild cohomology, or equivalently as a
Yoneda product analogous to that on Hochschild cohomology in Section 2.2.
Calculations show that on bigraded components, this cup product is a map

Extm,−n
A (k, k)× Extr,−s

A (k, k)
−→ Extm+r,−n−s

A (k, k).

We will next make some further observations about this bigrading.

In degree 0, Ext0A(k, k) = Ext0,0A (k, k) ∼= HomA(k, k) ∼= k since Ker(d∗1)
consists of the functions that are 0 on all positive degree elements. Next
note that Ext1,−1

A (k, k) consists of those elements of Ext1A(k, k) whose rep-
resentative functions in HomA(A⊗A+, k) have degree −1 as functions. The
only elements of A ⊗ A+ not sent to 0 by such a function are the elements

of the subspace k ⊗ V ∼= V of A⊗ A+. Thus Ext1,−1
A (k, k) has a basis {fi}

dual to a basis {vi} of V . It follows that

(3.4.7) Ext1A(k, k) = Ext1,−1
A (k, k),

since a calculation shows that elements of Ker(d∗2) must be 0 on elements of
A ⊗ A+ of degree at least 2. The next lemma identifies the subalgebra of
Ext∗A(k, k) generated by these degree −1 elements, and will be a key part of
the proof of Theorem 3.4.6.

Lemma 3.4.8. Let A be a graded connected quadratic algebra. Then

Extn,−n
A (k, k) = Ext1,−1

A (k, k) � · · · � Ext1,−1
A (k, k)

(n factors) for all n ≥ 2, and

A! ∼=
⊕
n≥0

Extn,−n
A (k, k).
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Proof. First let n = 2. Note that by definition, representative cochains of
elements of Ext2,−2

A (k, k) are in Hom2
A(A⊗A+⊗A+, k) and so are determined

by their values on 1 ⊗ v ⊗ w for all v, w ∈ V . Let {fi,j} be the dual basis
to the basis {1⊗ vi ⊗ vj} of k ⊗ V ⊗ V . As before, let {fi} be a dual basis
to the basis {vi} of V . By definition of cup product, fi,j = −fi � fj , and

so Ext2,−2
A (k, k) = Ext1,−1

A (k, k) � Ext1,−1
A (k, k). Now by similar arguments

and induction,

(3.4.9) Extn,−n
A (k, k) = Ext1,−1

A (k, k) � · · · � Ext1,−1
A (k, k).

Next note that by equation (3.4.9), the elements of Extn,−n
A (k, k) can be

expressed as iterated cup products on elements of the space Ext1,−1
A (k, k) ∼=

V ∗, that is,
⊕

n≥0 Ext
n,−n
A (k, k) is isomorphic to a quotient of T (V ∗). We

determine the ideal given by Im(d∗n): first suppose n = 2. Then for all
v, w ∈ V ,

d∗2(f)(1⊗ v ⊗ w) = f(v ⊗ w − 1⊗ vw) = f(1⊗ vw)

since f is an A-module homomorphism and elements of A+ act as 0 on k.
We claim that Im(d∗2) = R⊥. First note that d∗2(f)(1 ⊗ r) = f(0) = 0 for
all r ∈ R since the multiplication map takes r to 0. Thus Im(d∗2) ⊆ R⊥.
Next, given g ∈ R⊥, we see that g may be identified with a function on the
vector space (V ⊗ V )/R. There is a well-defined A-module homomorphism
f from A⊗A+ to k corresponding to g: take f(1⊗ vw) = g(1⊗ v ⊗ w) for
all v, w ∈ V and f(1 ⊗ a) = 0 for all a ∈ Ai if i = 2. Then g = d∗2(f). So
R⊥ ⊆ Im(d∗2). Therefore Im(d∗2) = R⊥. By the above calculation, we may
also view d∗2 as π∗, where π is multiplication, so R⊥ = Im(π∗). From this

we see that Ext2,−2
A (k, k) ∼= T 2(V ∗)/R⊥, and we obtain a map

A! = T (V ∗)/(R⊥) −→
⊕
n≥0

Extn,−n
A (k, k).

This map is surjective due to equation (3.4.9). To see that it is also injective,
using a similar argument to that for Im(d∗2) and the formula for dn, we may
show that Im(d∗n) is generated by Im(π∗) = R⊥. It follows that

(3.4.10) A! ∼=
⊕
n≥0

Extn,−n
A (k, k).

�

Proof of Theorem 3.4.6. We present an outline and some of the details;
more details may be found in [137] and in [177].

If (i) holds, that is, if A is a Koszul algebra, then k has a linear minimal

graded free resolution. It is always the case that Exti,−j
A (k, k) = 0 when j < i

(consider the reduced bar resolution). Since the differentials are assumed
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to have degree 0, necessarily Exti,−j
A (k, k) = 0 whenever j > i. By isomor-

phism (3.4.10), condition (ii) follows. In fact, this argument can be reversed

and shows that A is Koszul if and only if Ext∗A(k, k) =
⊕

n≥0 Ext
n,−n
A (k, k),

and by isomorphism (3.4.10), we have shown the equivalence of conditions
(i) and (ii).

By equation (3.4.9) and isomorphism (3.4.10), the quadratic dual A! of
A is generated in degree 1, and so (ii) implies (iii). By (3.4.7), it is always

the case that Ext1A(k, k) = Ext1,−1
A (k, k), and so it now also follows from

isomorphism (3.4.10) that (iii) implies (ii).

Identify the Koszul complex K̃(A) with A ⊗ (A!)∗, that is, for each

n, K̃n(A) ∼= A ⊗ (A!)∗n. By equation (3.4.9) and isomorphism (3.4.10), the
sequence (3.4.5) is exact if and only if Ext∗A(k, k) is generated by Ext1A(k, k).
Thus we have shown equivalence of (iii) and (iv).

Now assume that (v) holds, that is, K(A) is a resolution of A as an

Ae-module. Since K̃(A) = K(A)⊗A k and sequence (3.4.4) consists of free

right A-modules, it follows that K̃(A) is exact other than in degree 0 where

it has homology A⊗Ak ∼= k. Thus K̃(A) is a resolution of k as an A-module,
that is, (iv) holds.

Finally, assume that (iv) holds, that is, the sequence (3.4.5) is exact.
Since (3.4.4) consists of free right A-modules, it splits as a sequence of
right A-modules, and so applying −⊗A k commutes with taking homology.

Consequently, as K̃(A) = K(A)⊗A k, for all n ≥ 1,

Hn(K(A))⊗A k ∼= Hn(K(A)⊗A k) = Hn(K̃(A)) = 0.

Now for each n, we consider Hn(K(A)) to be a graded right A-module, with
grading induced by that on A. Note that for any nonzero graded A-module
M , A+M is a proper submodule of M . As a right A-module, note that
Hn(K(A))⊗A k ∼= Hn(K(A))/A+Hn(K(A)). It follows that Hn(K(A)) = 0
for all n ≥ 1. A calculation shows that H0(K(A)) ∼= A. So K(A) is exact,
and thus is a free resolution of A as an Ae-module. We have shown that (iv)
implies (v). �

We next give some standard examples of Koszul algebras.

Example 3.4.11. Let A = k[x1, . . . , xn] ∼= T (V )/(R), where V is the vector
space with basis x1, . . . , xn and

R = Spank{v ⊗ w − w ⊗ v | v, w ∈ V }.

We claim that K(A), given by (3.4.4), for this algebra A is equivalent to
the resolution (3.1.4) given in Example 3.1.3. To see this, define the map
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φ : A⊗
∧

�

(V )⊗A → B �(A) by

(3.4.12) φ(1⊗ v1 ∧ · · · ∧ vn ⊗ 1) =
∑
σ∈Sn

sgn(σ)⊗ vσ(1) ⊗ · · · ⊗ vσ(n) ⊗ 1

for all v1, . . . , vn ∈ V , where Sn is the symmetric group on n letters. A
calculation shows that φ is a chain map, φ is injective, and that the image
of φ is precisely K(A). We showed in Example 3.1.3 that A ⊗

∧
�

(V ) ⊗ A
is a free resolution of A as an Ae-module, so K(A) is a free resolution of A
as an Ae-module. By Theorem 3.4.6(i) and (v), A is a Koszul algebra. Its
Hochschild cohomology ring is computed in Example 3.1.3.

Similarly, the skew polynomial ring A = kq[x1, . . . , xm] of Example 3.2.1
is a Koszul algebra: the resolution discussed in Example 3.2.5 can be shown
to be equivalent to the complex K(A) given by (3.4.4) for this algebra. The
Hochschild cohomology ring may be found by using this resolution; see, e.g.,
Exercises 3.2.9 and 3.2.10.

Example 3.4.13. Let q = {qij} be a set of scalars as in Example 3.2.1, so

that qii = 1 and qji = q−1
ij (1 ≤ i, j ≤ m). Let

A = kq[x1, . . . , xm]/(x21, . . . , x
2
m) ∼= T (V )/(R),

where V is the vector space with basis x1, . . . , xm and

R = Spank{xi⊗xj−qijxj⊗xi | 1 ≤ i, j ≤ m}⊕Spank{x1⊗x1, . . . , xm⊗xm}.
The Koszul complex K(A) given by (3.4.4) in case m = 2 is equivalent to
the resolution constructed in Example 3.2.6, as may be shown by an argu-
ment similar to that in Example 3.4.11. Thus A is Koszul. The Hochschild
cohomology ring is discussed in Example 3.2.6.

There is a close relationship between Hochschild cohomology and the
Ext algebra Ext∗A(k, k) when A is a Koszul algebra: let φk : HH∗(A) →
Ext∗A(k, k) be the map given by −⊗A k, as defined by equation (2.5.3). By
Corollary 2.5.9, for any augmented algebra A, the image of φk is contained in
the graded center Zgr(Ext

∗
A(k, k)) (see Definition 2.5.8). In fact, for Koszul

algebras, even more is true.

Theorem 3.4.14. Let A be a Koszul algebra. Then the image of the map
φk : HH∗(A) → Ext∗A(k, k) defined by equation (2.5.3) is precisely the graded
center, Zgr(Ext

∗
A(k, k)).

For a proof of the theorem, see [39, Theorem 4.1].

Exercise 3.4.15. In Example 3.4.1, verify that R⊥ is as stated there.

Exercise 3.4.16. Verify that the definition of minimal free resolution used
in this section agrees with the definition of minimal resolution given in Sec-
tion A.2.
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Exercise 3.4.17. Verify that K(A) given by the sequence (3.4.4) is indeed
a subcomplex of B(A), that is, the differential on B(A) takes Kn(A) to
Kn−1(A) for each n.

Exercise 3.4.18. Verify that φ in Example 3.4.11 is a chain map and its
image is K(A).

Exercise 3.4.19. Let A = kq[x1, . . . , xm]. Define a map analogous to φ, of
Example 3.4.11, from the resolution described in Exercise 3.2.10 to the bar
resolution. Conclude that kq[x1, . . . , xm] is a Koszul algebra.

Exercise 3.4.20. Verify the claim made in Example 3.4.13 via an argument
similar to that in Example 3.4.11. Constructing the map φ may take some
work. See [38].

3.5. Skew group algebras

When a group acts on an algebra by automorphisms, there is a larger al-
gebra called a skew group algebra that encodes both structures. When a
group acts on a geometric space such as a manifold or an algebraic variety,
it correspondingly acts on a suitable ring of functions on the space, and
the associated skew group algebra is studied in noncommutative geometry.
We will look at the special case of a finite group action here, and some
techniques for studying the Hochschild homology and cohomology of the re-
sulting skew group algebras, finishing with the special case of a group action
on a polynomial ring.

Let G be a finite group acting by automorphisms on an algebra A. We
use a left superscript to denote the action in order to distinguish it from
multiplication in an algebra, that is, ga is the result of applying g ∈ G to
a ∈ A. The skew group algebra A � G (also denoted A#G or A#kG or
A ∗G) is A⊗ kG as a vector space, with multiplication given by

(a⊗ g)(b⊗ h) = a(gb)⊗ gh

for all a, b ∈ A and g, h ∈ G. Note that A is isomorphic to the subalgebra
A⊗k of A�G and that the group algebra kG is isomorphic to the subalgebra
k⊗ kG of A�G. For simplicity of notation, we will abbreviate a⊗ g by ag
when it will cause no confusion. In this notation, the action of G on A is by
conjugation in A�G: gag−1 = ga.

Under some conditions, the skew group algebra A�G is Morita equiva-
lent to the subalgebra of A consisting of G-invariant elements, denoted AG

in equation (3.5.1) below. See, for example, [37, Proposition 6.10]. This fact
was used in [4] to find the Hochschild cohomology rings of some invariant
subrings of Weyl algebras under finite group actions.
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There is a spectral sequence describing the Hochschild (co)homology of
A�G in terms of that of A and of G. This is a special case of a construction
given in Section 9.6 for smash products with Hopf algebras. For now, we
will work in a more specialized setting: assume the characteristic of k does
not divide the order of G, so that the group algebra kG is semisimple by
Maschke’s Theorem. In this case, we will find the Hochschild (co)homology
space of A�G using more elementary methods.

For any set X on which G acts, we use a superscript G to denote the
set of invariants, that is,

(3.5.1) XG = {x ∈ X | gx = x for all g ∈ G},

and a subscript G to denote the set of coinvariants,

XG = X/ ∼, where x ∼ y if y = gx for some g ∈ G.

In the following, we take the algebra structure on HHn(A,A�G) to be that
described in Remark 1.3.5.

Theorem 3.5.2. Assume the characteristic of the field k does not divide
the order of the finite group G. Let A be a k-algebra on which G acts by
algebra automorphisms. There are actions of G for which

HH∗(A�G) ∼= HH∗(A,A�G)G and HH∗(A�G) ∼= HH∗(A,A�G)G

as graded algebras and graded vector spaces, respectively.

Proof. One proof relies on a spectral sequence described for cohomology
in Section 9.6 in a more general setting. (See Corollary 9.6.6 and Exer-
cise 9.6.9.) We will give a more elementary proof here. We will see in the
course of the proof that the action of G is that induced by its action on the
bar resolution of A (diagonal on each tensor factor) and by conjugation on
A�G. Let

(3.5.3) D =
⊕
g∈G

(Ag)⊗ (Aopg−1),

a subspace of (A�G)e. A calculation shows that in fact D is a subalgebra
of (A � G)e, and further that (A � G)e is free as a right D-module under
multiplication, with free basis {1⊗ g | g ∈ G}.

We claim that there is an isomorphism of (A�G)e-modules,

(3.5.4) A�G
∼−→ A↑(A�G)e

D ,

where the arrow denotes tensor induction: A ↑(A�G)e

D = (A � G)e ⊗D A, on
which (A�G)e acts by multiplication on the leftmost factor. This isomor-
phism is given by sending a⊗g to (1⊗g)⊗a for all a ∈ A and g ∈ G. In light of
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this isomorphism (3.5.4), by the Eckmann-Shapiro Lemma (Lemma A.6.2),

Ext∗(A�G)e(A�G,A�G) ∼= Ext∗D(A,A�G).

Now, any D-projective resolution of A may be viewed, on restriction to
Ae, as an Ae-projective resolution having an action of G (through the el-
ements g ⊗ g−1 for g in G) that commutes with the differentials. For any
pair of D-modules U , V , note that HomD(U, V ) ∼= HomAe(U, V )G, where

the action of G on such functions is given by (gf)(u) = g(f(g
−1
u)) for

g ∈ G, f ∈ HomAe(U, V ), u ∈ U . Since the characteristic of k does not
divide the order of G, the space of G-invariants of any kG-module V is
the image of 1

|G|
∑

g∈G g as an operator on V . It follows that taking G-

invariants commutes with taking (co)homology, and so Ext∗D(A,A � G) ∼=
(Ext∗Ae(A,A � G))G. A calculation shows that this is an algebra isomor-
phism.

Similar to (3.5.4) is an isomorphism A � G ∼= A ⊗D (A � G)e of right
(A�G)e-modules. We use this isomorphism to see that

HHn(A�G) ∼= TorDn (A,A�G),

as follows. Let P � be the bar resolution (1.1.4) of A as an Ae-module. The
resolution admits an action of G commuting with the differentials, and this
action may be used to extend the Ae-module structure on each Pi to a D-
module structure. Tensoring with (A�G)e over D, we obtain P �⊗D (A�G)e.
Let k be the trivial kG-module, that is, each group element acts as the
identity. There is an isomorphism Pi⊗D (A�G)

∼−→ k⊗kG (Pi⊗Ae (A�G))
for each i, given by sending x ⊗ b to 1 ⊗ x ⊗ b for x ∈ Pi, b ∈ A � G. The
inverse map is given by 1⊗ x⊗ b �→ x⊗ b. The action of kG on the tensor
product of two modules is standard: g acts as g ⊗ g for all g ∈ G. It may
be checked directly that these maps are well-defined. Finally, we see that
k ⊗kG (Pi ⊗Ae (A � G))

∼−→ (Pi ⊗Ae (A � G))G by sending 1 ⊗ x ⊗ b to
G · (x⊗ b), the orbit of x⊗ b. The inverse map sends G · (x⊗ b) to 1⊗ x⊗ b
(a well-defined map due to the tensor product over kG). �

We may further rewrite the expressions in the theorem. As an Ae-
module, A � G ∼=

⊕
g∈GAg, which yields an isomorphism of graded vector

spaces,

(3.5.5) HH∗(A,A�G) ∼=
⊕
g∈G

HH∗(A,Ag).

The action of G permutes the components of the direct sum via conjugation:
letting h ∈ G, we have h(ag) = (ha)hgh−1 for all a ∈ A and g ∈ G, and
so h takes HH∗(A,Ag) to HH∗(A,Ahgh−1). We may then apply h−1 to
see that these two components are isomorphic as vector spaces, that is, the
components of (3.5.5) are permuted according to the conjugation action of G
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on itself. The G-invariant subspace is the image of the operator 1
|G|

∑
g∈G g

since |G| is invertible in k. We choose one representative element g in each
conjugacy class to rewrite the sum. By Theorem 3.5.2,

(3.5.6) HH∗(A�G) ∼=
⊕
g∈G

(HH∗(A,Ag))C(g),

where G is a set of conjugacy class representatives in G, and C(g) is the
centralizer in G of g. We will use this isomorphism in the example of a
polynomial ring next.

Example 3.5.7. For this example, we take k to be algebraically closed, as
we will need to use eigenvalues of operators. Let V be a finite-dimensional
kG-module, and let A = S(V ), the symmetric algebra on V (see Section 3.1).
Recall that S(V ) is isomorphic to the polynomial ring on a basis of V . The
action of G on V may be extended to an action on A by algebra automor-
phisms. We use techniques similar to those of Farinati [77] and of Ginzburg
and Kaledin [90] to find the structure of the Hochschild cohomology ring
of A via Theorem 3.5.2. Let g ∈ G. We wish to find an expression for the
component HH∗(S(V ), S(V )g) of (3.5.5). We will use the Koszul resolution
of S(V ) as an S(V )-bimodule, from Example 3.1.3, 3.3.5, or 3.4.11. Since
the element g of G has finite order, we may choose a basis x1, . . . , xn of
V consisting of eigenvectors of g. Let λ1, . . . , λn ∈ k be the correspond-
ing eigenvalues. Assume they are ordered so that λ1 = 1, . . . , λr = 1 and
λr+1 = 1, . . . , λn = 1. The invariant subspace V g is then the k-linear span
of x1, . . . , xr. Let

Vg = Spank{xr+1, . . . , xn} = Im(1− g) ∼= V/V g.

Consider the Koszul complex K(x1⊗1−1⊗x1, . . . , xn⊗1−1⊗xn) defined
in Example 3.3.5, and note that it is the tensor product over S(V )e of
the two Koszul complexes K(x1 ⊗ 1 − 1 ⊗ x1, . . . , xr ⊗ 1 − 1 ⊗ xr) and
K(xr+1 ⊗ 1− 1⊗ xr+1, . . . , xn ⊗ 1− 1⊗ xn). Applying HomS(V )e(−, S(V )g)
and writing S(V )g = S(V g)⊗ S(Vg)g, we obtain∧

((V g)∗)⊗ S(V g)⊗
∧
((Vg)

∗)⊗ S(Vg)g.

To find the differentials, note that for each index i, for s ∈ S(V ) and g ∈ G,

(xi ⊗ 1− 1⊗ xi) · sg = xisg − sgxi = xisg − sgxig = (1− λi)(xisg).

When λi = 1, the differential is thus just multiplication by a nonzero scalar
multiple of xi. It follows that the complex

∧
((Vg)

∗)⊗ S(Vg)g is exact other
than in degree n−r, where it has homology S(Vg)/(xr+1, . . . , xn)S(Vg)g ∼= k
by Theorem 3.3.4 (applying Hom reverses the arrows). We will identify this
with the top exterior power

∧n−r((Vg)
∗). The complex

∧
((V g)∗)⊗S(V g), by

contrast, has differentials all 0. By the Künneth Theorem (Theorem A.5.2),
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since the tensor product is now over the field k, the homology of the com-
plex is

∧
((V g)∗)⊗ S(V g)⊗

∧n−r((Vg)
∗)g. Since n − r = codimV g, apply-

ing (3.5.6), we have

HHn(S(V )�G) ∼=
⊕
g∈G

(
S(V g)g⊗

∧n−codimV g

((V g)∗)⊗
∧codimV g

((Vg)
∗)
)C(g)

.

In this expression, the factor
∧codimV g

((Vg)
∗) is isomorphic to k as a vector

space, but it potentially has a nontrivial C(g)-action, so we retain the factor
in the notation.

A related example is given by the action of a group on a Weyl algebra
(see Example 5.1.10) in papers by Alev, Farinati, Lambre, and Solotar [4]

and Suárez-Álvarez [210].

In this chapter, our examples have included many algebras built from
other algebras whose Hochschild cohomology rings may be understood from
knowledge of the components, such as the tensor product and twisted tensor
product algebras of Sections 3.1 and 3.2 and the skew group algebras of this
section. There are other constructions of algebras from component parts
that we do not consider here; some examples and results for their Hochschild
cohomology rings are the split algebras and trivial extensions [52].

Exercise 3.5.8. Verify the following claims in the proof of Theorem 3.5.2:

(a) (A�G)e is free as a right D-module.

(b) The map (3.5.4) is an (A�G)-bimodule isomorphism. What is the
inverse map?

(c) HomD(U, V ) ∼= HomAe(U, V )G as vector spaces.

(d) Ext∗D(A,A�G) ∼= (Ext∗Ae(A,A�G))G as algebras.

Exercise 3.5.9. Let k = C, let G = S3, and let V be the 3-dimensional
vector space that is a CG-module by permutations of a chosen basis. De-
scribe the graded vector space structure of HH∗(S(V ) � G) by using the
isomorphism given at the end of Example 3.5.7.

3.6. Path algebras and monomial algebras

In this section we define monomial algebras and present a construction due
to Bardzell [18] of a bimodule resolution of a monomial algebra. For a
generalization of this construction to all algebras defined by quivers and
relations, see the paper of Chouhy and Solotar [49]. See also the paper of
Kobayashi [131]. These resolutions are bimodule analogues of the Anick
resolution for left modules [8,100].

A quiver Q is a directed graph, that is, Q consists of a set Q0 of vertices,
a set Q1 of arrows, and two maps s : Q1 → Q0, t : Q1 → Q0, associating
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to each arrow α its source s(α) and target t(α). The quiver is finite if
the sets Q0 and Q1 are both finite. A path in Q is a sequence of arrows
(α1, . . . , αl) for which t(αi) = s(αi+1) for all i. We denote the associated
path by α1 · · ·αl. Its length is l. There is a path of length 0 associated to
each vertex a of Q0, denoted ea. The path algebra of Q, denoted kQ, is the
associative k-algebra whose underlying vector space is the set of all paths
α1 · · ·αl of length l ≥ 0 with multiplication determined by

(α1 · · ·αl) · (β1 · · ·βm) =

{
α1 · · ·αlβ1 · · ·βm, if t(αl) = s(β1),
0, otherwise,

and eaeb = δa,bea, es(α)α = α, and αet(α) = α for all vertices a, b ∈ Q0 and
all arrows α, α1 . . . , αl, β, β1, . . . , βm ∈ Q1.

Example 3.6.1. The path algebra of the leftmost quiver below has dimen-
sion 3 as a vector space, with basis e1, e2, α (note that α2 = 0 since the
source and target of α are different). It is isomorphic to the algebra of up-
per triangular 2 × 2 matrices with entries in k. The path algebra of the
rightmost quiver is the polynomial ring k[x].

�

α �� � �

x



Remark 3.6.2. Any finite-dimensional algebra A is Morita equivalent to a
quotient kQ/I for some quiver Q and ideal I. That is, the category of A-
modules is equivalent to the category of kQ/I-modules [10, Corollary I.6.10
and Theorem II.3.7]. Thus quiver techniques are very important in the
representation theory of finite-dimensional algebras in particular.

Definition 3.6.3. A monomial algebra is an algebra of the form A = kQ/I,
where Q is a finite quiver and I is the ideal generated by a finite set of paths
of length at least 2.

Example 3.6.4. The algebra k[x]/(xn) is a monomial algebra with quiver
Q given by the rightmost quiver in Example 3.6.1.

We need further notation and terminology for the resolution we will
construct next. Let A = kQ/I be a monomial algebra. Let R be a minimal
set of paths, of minimal length, for which I = (R). Let u,w be paths in Q.
We say that y is a subpath of w if w = xyz for some paths x, z. We write
x = l(y) and z = r(y) (for brevity, in the notation l and r, the dependence
on the expression xyz is suppressed).
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We define the Bardzell resolution P � of A in a similar manner to the
presentation of Redondo and Román [183]. See also [18,199]. Let

P0 = A⊗kQ0 kQ0 ⊗kQ0 A
∼= A⊗kQ0 A,

P1 = A⊗kQ0 kQ1 ⊗kQ0 A,

P2 = A⊗kQ0 kR⊗kQ0 A,

where kQ0 denotes the vector space with basis Q0 (a subalgebra of kQ), and
similarly for kQ1, kR. For n > 2, let Pn = A⊗kQ0 P

′
n⊗kQ0 A, where P

′
n is as

follows. Let w = α1 · · ·αl be any path in Q and order all vertices occurring
in the path according to its layout, with multiplicities as needed:

s(α1) < s(α2) < · · · < s(αl) < t(αl).

Let R(w) be the set of paths in R that are subpaths of w. We construct sets
L1, L2, . . . recursively: choose p1 ∈ R(w). Let

L1 = {p ∈ R(w) | s(p1) < s(p) < t(p1)}.

If L1 = ∅, let p2 ∈ R(w) be a path for which s(p2) is minimal for paths
in L1. In general, let j ≥ 1, assume L1, . . . , Lj have been defined, and let
pj+1 ∈ R(w) be a path for which s(pj+1) is minimal for paths in Lj . Let

Lj+1 = {p ∈ R(w) | t(pj) ≤ s(p) < t(pj+1)}.

For each n, write w(p1, . . . , pn−1) for the support of the sequence p1, . . . , pn−1,
that is, the path from s(p1) to t(pn−1) that contains p1, . . . , pn−1 as subpaths
(note that this is a subpath of w by construction). Let P ′

n be the set of all
supports of all such sequences p1, . . . , pn−1 for all paths w in Q, called n-
concatenations. For each path w in P ′

n, let

Sub(w) = {w′ ∈ P ′
n−1 | w′ is a subpath of w}.

Next we describe the differentials on the Bardzell resolution P �. The map
π : P0 → A is given by multiplication on A⊗kQ0 A. The map d1 : P1 → P0

is defined by

d1(1⊗ α⊗ 1) = α⊗ 1− 1⊗ α

for all α ∈ Q1, where we have suppressed the subscript kQ0 on the tensor
symbol in expressions for elements in order to reduce clutter. The map
d2 : P2 → P1 is given by

d2(1⊗ w ⊗ 1) =
∑

w′∈Sub(w)

l(w′)⊗ w′ ⊗ r(w′).

More generally, in even degrees, the differential is similar:

d2m(1⊗ w ⊗ 1) =
∑

w′∈Sub(w)

l(w′)⊗ w′ ⊗ r(w′),
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while in odd degrees we set

d2m+1(1⊗ w ⊗ 1) = l(w2)⊗ w2 ⊗ 1− 1⊗ w1 ⊗ r(w1),

where w = l(w2)w2 = w1r(w1) with w1, w2 the supports of the corresponding
(unique) 2m-concatenations. See [18,183,199] for more details.

Exactness of P � may be concluded from existence of the following con-
tracting homotopy defined by Sköldberg [199]: s−1(a) = 1 ⊗ 1 ⊗ a for all
a ∈ A and sn : Pn → Pn+1 is the kQ0⊗Aop-module homomorphism defined
by

sn(u⊗ v ⊗ 1) =
∑

w∈P ′
n+1

w a subpath of uv

l(w)⊗ w ⊗ r(w)

for all v ∈ P ′
n and images u in A of paths. The proof that s � is indeed

a contracting homotopy is lengthy, and we refer to [199] for the details.
A different approach and some examples are given in [18, Section 7]. Re-
dondo and Román [183] provided chain maps between the Bardzell resolu-
tion and the bar resolution with the goal of computing some of the structure
of Hochschild cohomology of monomial algebras.

Example 3.6.5. Let A = k[x]/(xn) as in Example 1.1.21. We show that
the resolution (1.1.22) is equivalent to the Bardzell resolution. Let Q be the
quiver with one vertex and one arrow:

�

x



Then A ∼= kQ/I, where I = (xn). The paths in Q are all nonnegative inte-
ger powers of x, and we may take R = {xn}. For each m, there is a unique

m-concatenation: in even degrees m it is x
mn
2 , and in odd degrees m it is

x
(m−1)n

2
+1. The above formula for the differentials on the Bardzell resolu-

tion agrees with the differentials in the sequence (1.1.22) once we identify
1 ⊗ 1 in each degree in (1.1.22) with these free generators in the Bardzell
resolution. This resolution was used to compute the Hochschild cohomology
ring HH∗(A) in Examples 2.2.2 and 2.2.3.

Some other algebras whose Hochschild cohomology rings are known as
a consequence of these and other quiver techniques are finite-dimensional
monomial algebras [97,99], radical square zero algebras [51], quotients of
path algebras for which there is at most one path between each pair of ver-
tices [50], preprojective algebras [68,69], and other algebras defined by quiv-
ers and relations [17,66,67,144]. These techniques apply more generally
than may appear at first since a finite-dimensional algebra is Morita equiv-
alent to an algebra defined by a quiver and relations [10] and Hochschild
cohomology is invariant under Morita equivalence [223, §9.5].
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Exercise 3.6.6. Verify the claims in Example 3.6.5, that is:

(a) Check that the m-concatenations are as stated.

(b) Check that the formula for the differentials on the Bardzell resolu-
tion agrees with that for (1.1.22) under suitable identifications.

Exercise 3.6.7. Find the Bardzell resolution for the path algebra kQ/I,
where Q is the following quiver and I = (αβα):

�

α
��
�

β

��
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Chapter 4

Smooth Algebras and
Van den Bergh Duality

In this chapter we look at noncommutative analogs of some commutative
concepts, beginning with dimension, smoothness, differential forms, and
square-zero extensions. These are defined using Hochschild cohomology.
We present Van den Bergh’s algebraic version of Poincaré duality, that is,
a duality between Hochschild homology and cohomology for some types of
smooth algebras. We define Calabi-Yau algebras and take a closer look at
skew group algebras in this light. For Calabi-Yau algebras and for symmet-
ric algebras we further define Batalin-Vilkovisky structures on Hochschild
cohomology using different types of duality.

Throughout, k will be a field and A will be a k-algebra.

4.1. Dimension and smoothness

We first use the notion of projective dimension (see Section A.2) in a defi-
nition of dimension of the algebra A.

Definition 4.1.1. The Hochschild dimension of A is its projective dimen-
sion as an Ae-module:

dim(A) = pdimAe(A).

Some authors simply refer to this as the dimension of A. There are
however many other types of dimension for algebras, depending on context,
such as global dimension, Krull dimension, Gelfand-Kirillov dimension, or
vector space dimension. See, for example, [158] for a discussion of dimension
for noncommutative rings. Note that the global dimension of A is always less

79
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80 4. Smooth Algebras and Van den Bergh Duality

than or equal to its Hochschild dimension, since any Ae-projective resolution
of A may be tensored over A with any module M to yield an A-projective
resolution of M , as we saw in Section 2.5. For some algebras, more is known,
for example if A is N-graded and connected (i.e., A0 = k), the Hochschild
dimension is equal to the (left or right) global dimension, and both are
equal to the projective dimension of the A-module k given by projection
onto A0 [26].

Example 4.1.2. By our work in Example 3.1.3, dim(k[x1, . . . , xm]) = m.
Specifically, we found there a projective resolution of A as an Ae-module of
length m. There cannot exist a shorter resolution since HHm(A) = 0.

Our first result describes a relationship among the Hochschild dimen-
sions of two algebras and that of their tensor product algebra, or of their
twisted tensor product algebra when the twisting is given by a bicharacter
as defined in Section 3.2.

Theorem 4.1.3. Let A and B be two algebras. Then

(i) dim(A⊗B) ≤ dim(A) + dim(B), and more generally

(ii) if A,B are graded by abelian groups Γ,Γ′ and t : Γ× Γ′ → k× is a
bicharacter, then dim(A ⊗tB) ≤ dim(A) + dim(B), where A ⊗tB
is the twisted tensor product defined in Section 3.2.

Proof. (i) Let P � (respectively, Q �) be a projective resolution of A as an
Ae-module (respectively, of B as a Be-module). In Section 3.1 we showed
that the total complex of the tensor product complex P �⊗Q � is a projective
resolution of A⊗B as an (A⊗B)e-module. The length of this total complex
is the sum of the lengths of P � and Q �. Therefore there is a projective
resolution of A ⊗ B as an (A⊗ B)e-module of length dim(A) + dim(B). It
follows that dim(A⊗B) is at most this number.

(ii) The proof of (i) applies more generally to the twisted tensor product
algebra A⊗tB, using Theorem 3.2.3. �

By contrast, there is no such theorem for the more general twisted tensor
product algebra A ⊗τB, arising from a twisting map τ : B ⊗ A → A ⊗ B,
defined at the end of Section 3.2. There are conditions under which res-
olutions P � and Q � may be combined to form a complex of bimodules for
this more general twisted tensor product algebra, and there are conditions
under which the bimodules in such a complex are projective, but there are
no general guarantees [196]. Indeed, there exist algebras of Hochschild di-
mension 0 for which a twisted tensor product algebra has infinite Hochschild
dimension. See, e.g., [148, Proposition 3.3.6].

The following definition is due to Van den Bergh [216].
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Definition 4.1.4. The algebra A is smooth if its Hochschild dimension is
finite and it has a finite projective resolution as an Ae-module consisting of
finitely generated projective modules.

Some authors use the term homologically smooth to distinguish this from
other notions of smoothness. Note that if A and B are smooth, then so is
A ⊗ B (and more generally A ⊗tB): this follows from Theorem 4.1.3 and
its proof, since the (twisted) tensor product of finitely generated modules
is also finitely generated. If A is a finitely generated commutative algebra
over k, this notion of smoothness is equivalent to more standard definitions
as mentioned already in Section 3.3 (see [216]).

Example 4.1.5. A polynomial ring A = k[x1, . . . , xm] is smooth by our
work in Example 3.1.3 (the resolution used there consists of finitely gener-
ated free modules). A skew polynomial ring kq[x1, . . . , xm] is smooth by our
work in Example 3.2.5. If G is a finite group acting on A = k[x1, . . . , xm] by
degree-preserving automorphisms and char(k) does not divide the order of
G, then the skew group algebra k[x1, . . . , xm]�G of Section 3.5 is smooth:
the group G acts on the Koszul resolution of k[x1, . . . , xm], as a subcomplex
of the bar resolution via the map φ of (3.4.12). (The action of G on the bar
resolution of A is diagonal, that is, g ·(a0⊗· · ·⊗an+1) =

ga0⊗· · ·⊗gan+1 for
all g ∈ G, a0, . . . , an+1 ∈ A.) Our work in Section 3.5 shows that the Koszul
resolution may be induced to a projective resolution of k[x1, . . . , xm] � G
as a (k[x1, . . . , xm] � G)e-module, and this resolution consists of finitely
generated modules. More specifically, under the action of G, the Koszul res-
olution may be viewed as a resolution of A = k[x1, . . . , xm] as a D-module,
where D is defined by equation (3.5.3). Induce from D to (A � G)e. The
map (3.5.4) is an isomorphism between A�G and the D-module A induced
to an (A�G)e-module.

Example 4.1.6. In contrast, the quantum complete intersections of Ex-
ample 3.2.6, A = k〈x1, x2〉(x1x2 − qx2x1, x21, x22), are not smooth. We
explained there that A has infinite global dimension, forcing its Hochschild
dimension to be infinite as well.

We will look closely at some algebras with Hochschild dimension 0 or 1.

Definition 4.1.7. An algebra A is separable if dim(A) = 0. It is quasi-free
if dim(A) ≤ 1.

This notion of quasi-free algebras is due to Cuntz and Quillen [55].
Quasi-free algebras have also been called Cuntz-Quillen smooth or formally
smooth.
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By definition, A is separable if and only if it is projective as an Ae-
module. Another equivalent condition to separability is that any deriva-
tion from A to an A-bimodule is inner. Indeed, if A is separable, then
HH1(A,M) = 0 for all A-bimodules M . By our work in Section 1.2, the
vanishing of HH1(A,M) is equivalent to the statement that any derivation
from A to M is inner. Conversely, suppose that A is not projective as an
Ae-module. Let K1 be the first syzygy module of A in a given projective
resolution P � of A as an Ae-module. We claim that HH1(A,K1) = 0. To
see this, note that by the definitions, HH1(A,K1) ∼= HomAe(K1,K1)/ Im(i∗1),
where i1 is the embedding of K1 into P0 as in diagram (A.2.4). This quotient
is nonzero, as if not, then the identity map from K1 to K1 is in the image
of i∗1, which implies that the short exact sequence 0 → K1 → P0 → A → 0
splits and A is projective as an Ae-module, a contradiction.

We will look at some equivalent conditions to quasi-freeness in the next
section. For now, we consider some examples and implications.

Example 4.1.8. A = k[x] has Hochschild dimension 1 by our work in Exam-
ple 1.1.18, and so is quasi-free. However, k[x, y] has Hochschild dimension 2
by our work in Example 3.1.3, and so is not quasi-free. Thus the tensor
product of two quasi-free algebras is not always quasi-free, and similarly for
twisted tensor products. However, the free product of two quasi-free alge-
bras is always quasi-free [55, Proposition 5.3]. It follows that the tensor
algebra T (V ) of a finite-dimensional vector space V is quasi-free.

A quasi-free algebra is hereditary: if A is quasi-free, then there is a
projective resolution 0 → P1 → P0 → A → 0 of A as an Ae-module. For any
A-module M , we may apply −⊗AM to this sequence to obtain a projective
resolution of M as an A-module, as explained in Section 2.5. Therefore the
projective dimension pdimA(M) of M is at most 1, and so gldiml A ≤ 1. By
definition then, A is hereditary.

We define the Jacobson radical (or simply radical) of A, denoted rad(A),
to be the intersection of all the maximal left ideals of A. This can be shown
to be the same as the intersection of all the maximal right ideals, and thus
is a two-sided ideal. If A is finite dimensional as a vector space over k, we
say that A is semisimple if rad(A) = 0. Equivalently, every A-module is
a direct sum of simple A-modules. The Wedderburn-Artin Theorem states
that every semisimple algebra over k is a direct sum of matrix algebras over
division rings. See, e.g., [121, Theorem IX.3.3].

Any semisimple algebra is separable, since if A is semisimple, then so
is Ae, and so all Ae-modules are projective. For example, if G is a finite
group whose order is not divisible by the characteristic of k, then the group
algebra kG is semisimple by Maschke’s Theorem, and so kG is separable.
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4.2. Noncommutative differential forms 83

Exercise 4.1.9. Find the Hochschild dimensions of the following algebras:

(a) A skew polynomial ring kq[x1, . . . , xm].

(b) A skew group algebra kq[x1, . . . , xm]�G in case the characteristic
of k does not divide the order of G.

Exercise 4.1.10. Find the Hochschild dimension of k[x]/(xn). (See Exam-
ple 2.5.10.)

Exercise 4.1.11. Find the Hochschild dimension of each of the algebras
k〈x1, x2〉/(x1x2 − qx2x1, xn1

1 , xn2
2 ) discussed in Example 3.2.2. (See Exer-

cise 3.2.12 and Examples 3.2.6 and 4.1.6.)

4.2. Noncommutative differential forms

We study the quasi-free algebras of Definition 4.1.7 in more detail in this
section. To this end, we introduce a noncommutative version of Kähler
differentials. This material and notation are from Cuntz and Quillen [55]
and Ginzburg [88].

Let A be a k-algebra and for each n ≥ 0, let

(4.2.1) Ωn
ncA = A⊗ (A)⊗n,

where A = A/k is the vector space quotient (the field k is identified with
k ·1 as a vector subspace of A). We write elements of A via notation from A,
viewing A noncanonically as a vector space direct summand of A, when this
will not cause confusion. We will identify the vector space Ω1

ncA with the
kernel of the multiplication map π : A⊗A → A, at the same time giving it
the structure of an A-bimodule, as follows. This will indicate a connection
with the Heller operator of similar notation Ω (see Section A.2) and also
a comparison to Kähler differentials [223] of similar notation Ω1

com in the
special case that A is commutative.

Consider Ω1
ncA to be an A-bimodule under the following actions:

(4.2.2) c(a⊗ b) = ca⊗ b and (a⊗ b)c = a⊗ bc− ab⊗ c

for all a, b, c ∈ A. Let j : A⊗A → A⊗A be given by j(a⊗b) = ab⊗1−a⊗b
for a, b ∈ A. Then the sequence

(4.2.3) 0 → Ω1
ncA

j−→ A⊗A
π−→ A → 0

is an exact sequence of A-bimodules. To see this, note that j maps Ω1
ncA

isomorphically onto Ker(π). Due to exactness of the bar resolution B(A) of
the Ae-module A given in (1.1.4), Ker(π) = Im(d1), but this is precisely the
image of j. Further, j is injective. Assume that j(

∑
i ai ⊗ bi) = 0 for some
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84 4. Smooth Algebras and Van den Bergh Duality

elements ai, bi. Then, since bi ∈ A and

j(
∑
i

ai ⊗ bi) = (
∑
i

aibi)⊗ 1−
∑
i

ai ⊗ bi,

we have
∑

i aibi = 0 (the tensor product is over the field k). It follows that∑
i ai⊗bi = j(

∑
i ai⊗bi) = 0. Thus the sequence (4.2.3) is exact as claimed,

and Ω1
ncA is a first syzygy module of A as an A-bimodule.

As one important property of the A-bimodule Ω1
ncA, we claim that for

all A-bimodules M ,

(4.2.4) Der(A,M) ∼= HomAe(Ω1
ncA,M),

where Der(A,M) is the space of k-derivations from A to M , defined in Sec-
tion 1.2. This isomorphism follows immediately from our work in Section 1.2
interpreting Hochschild cohomology in degree 1, as this is precisely the space
of Hochschild 1-cocycles, that is, the 1-cochains on the bar resolution that
factor through the first syzygy module. The isomorphism (4.2.4) can be
interpreted as saying that Ω1

ncA represents the functor Der(A,−) on the
category of A-bimodules.

In comparison, for commutative algebras A, we consider A-modules
rather than A-bimodules. The Kähler differentials, defined next, represent
the functor Der(A,−) on the category of A-modules [223].

Definition 4.2.5. Let A be a commutative algebra. The A-module of
Kähler differentials Ω1

comA is the A-module with one generator da for each
a ∈ A and dc = 0 for all c ∈ k. Relations are

d(a+ b) = da+ db and d(ab) = adb+ bda

for all a, b ∈ A.

We claim that Ω1
comA ∼= Kerπ/(Kerπ)2 ∼= (Ω1

ncA)/(Kerπ)2 and that
Ω1
comA ∼= HH1(A). See Exercises 4.2.14 and 4.2.15.

Returning to the general case of a not necessarily commutative algebra
A, recall the definition (4.2.1) of Ωn

ncA.

Definition 4.2.6. Let A be an algebra. The space of noncommutative
differential forms on A is

ΩncA =
⊕
n≥0

Ωn
ncA.

We will see that ΩncA is a differential graded algebra with

d(a0 ⊗ · · · ⊗ an) = 1⊗ a0 ⊗ · · · ⊗ an,

(a0 ⊗ · · · ⊗ an)(an+1 ⊗ · · · ⊗ ar) =
n∑

i=0

(−1)n−ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ar

Author's preliminary version made available with permission of the publisher, the American Mathematical Society



4.2. Noncommutative differential forms 85

for all a0, . . . , ar ∈ A, a theorem of Cuntz and Quillen [55, Proposition 1.1].
Moreover, ΩncA is universal with respect to differential graded algebras
whose degree 0 term is the target of an algebra homomorphism from A.

Theorem 4.2.7. The space ΩncA of noncommutative differential forms on
an algebra A is a differential graded algebra with differential and multiplica-
tion given above, unique such that

a0(da1) · · · (dan) = a0 ⊗ · · · ⊗ an

for all a0, . . . , an ∈ A. Moreover, for any differential graded algebra Γ and
algebra homomorphism u : A → Γ0, there is a unique differential graded
algebra homomorphism u∗ : ΩncA → Γ that extends u.

Proof. It may be checked directly that ΩncA is indeed a differential graded
algebra. (See Exercise 4.2.16 or [55, Proposition 1.1].)

For the second statement, let Γ be a differential graded algebra and
u : A → Γ0 an algebra homomorphism. Define u∗ : ΩncA → Γ by

u∗(a0 ⊗ a1 ⊗ · · · ⊗ an) = u(a0)du(a1) · · · du(an).
It may be checked that u∗ is a homomorphism of differential graded algebras,
and it is uniquely determined. �
Definition 4.2.8. A square-zero extension of A is an algebra R such that
A ∼= R/I for some ideal I of R with I2 = 0. Two square-zero extensionsR,R′

of A are equivalent if they are isomorphic as algebras via an isomorphism
that induces the identity map on A.

The ideal I in the definition is necessarily an A-bimodule since I2 = 0:
given an element a = r+I ∈ A for some r ∈ R, and given x ∈ I, define ax =
rx and xa = xr. Conversely, every A-bimodule M determines a square-zero
extension: let R = A⊕M and define (a1,m1)·(a2,m2) = (a1a2, a1m2+m1a2)
for all a1, a2 ∈ A and m1,m2 ∈ M . This is called the trivial extension. More
generally, let f : A⊗A → M be a Hochschild 2-cocycle, that is,

af(b⊗ c) + f(a⊗ bc) = f(ab⊗ c) + f(a⊗ b)c

for all a, b, c ∈ A as in (1.2.2). Then R = A⊕M is a ring with multiplication

(4.2.9) (a1,m1)(a2,m2) = (a1a2, a1m2 +m1a2 + f(a1 ⊗ a2))

for all a1, a2 ∈ A and m1,m2 ∈ M . (Associativity is equivalent to the
above Hochschild 2-cocycle condition.) This connection between Hochschild
2-cocycles and extensions was refined by Hochschild [114] to the following
theorem.

Theorem 4.2.10. Let M be an A-bimodule. Then HH2(A,M) is in one-
to-one correspondence with equivalence classes of square-zero extensions of
A by M .
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86 4. Smooth Algebras and Van den Bergh Duality

Proof. We have already seen that a representative element of HH2(A,M),
at the chain level, determines a square-zero extension of A by M . A calcula-
tion shows that cohomologous cocycles correspond to equivalent square-zero
extensions. Conversely, given a square-zero extension R of A by I = M ,
choose an A-bimodule isomorphism A⊕ I → R that sends each element of I
to itself in R and when composed with the quotient map R → A is the iden-
tity on A. This is possible due to the A-bimodule structure of I described
earlier. Let a, b ∈ A and x, y ∈ I, and identify (a, x) and (b, y) with their
images in R. Then

(a, x)(b, y) = (a, 0)(b, 0) + (a, 0)(0, y) + (0, x)(b, 0) + (0, x)(0, y)

= (a, 0)(b, 0) + (1, 0)a(0, y) + (0, x)b(1, 0)

= (a, 0)(b, 0) + (0, ay) + (0, xb),

since I2 = 0. Necessarily (a, 0)(b, 0) = (ab, f(a ⊗ b)) for some function
f : A ⊗ A → I that is a Hochschild 2-cocycle. A calculation shows that a
different choice of map A⊕ I → R yields a cohomologous cocycle. �

Square-zero extensions, noncommutative differential forms, and quasi-
free algebras are all related as stated in the following theorem. By a lifting
of a square-zero extension R of A, we mean an A-bimodule structure on R
extending that on I and an A-bimodule homomorphism A → R that is a
section of the quotient map R → A.

Theorem 4.2.11. The following are equivalent for an algebra A:

(i) A is quasi-free.

(ii) Ω1
ncA is a projective Ae-module.

(iii) HH2(A,M) = 0 for all A-bimodules M .

(iv) For any square-zero extension R of A, there is a lifting A → R.

Proof. We have identified Ω1
ncA with the first syzygy of A as an Ae-module.

If A is quasi-free, there exists a projective resolution P � of A as an Ae-module
of length 1, that is, Pi = 0 for all i ≥ 2. Thus the first syzygy module is
P1, a projective module. By Schanuel’s Lemma (Lemma A.2.5), any other
first syzygy module is projective as well, so in particular Ω1

ncA is projective.
Thus (i) implies (ii). Conversely, if Ω1

ncA is a projective Ae-module, then
the Hochschild dimension of A is at most 1, so A is quasi-free, that is, (ii)
implies (i).

By dimension shifting (Theorem A.3.3),

HH2(A,M) ∼= Ext1Ae(Ω1
ncA,M).

So (ii) implies (iii). Conversely, assume that Ext1Ae(Ω1
ncA,M) = 0 for all A-

bimodules M , so that every Ae-extension of Ω1
ncA splits. Map a projective
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Ae-module onto Ω1
ncA, and consider the extension of Ω1

ncA by the kernel of
this map. It splits, forcing Ω1

ncA itself to be projective. So (iii) implies (ii).

Finally, if HH2(A,M) = 0 for all A-bimodules M , then every square-
zero extension splits by Theorem 4.2.10. So if R is a square-zero extension
of A, there is a lifting A → R. That is, (iii) implies (iv). Conversely,
let R be a square-zero extension of A by an ideal I. Assume there is a
lifting A → R. The lifting is a splitting of the sequence of A-bimodules,
0 → I → R → A → 0. So if any square-zero extension lifts, then in
particular the square-zero extension A ⊕ M lifts for any A-bimodule M ,
and so the sequence 0 → M → A ⊕ M → A → 0 splits as a sequence of
A-bimodules. By Theorem 4.2.10, HH2(A,M) = 0 for all A-bimodules M .
Thus (iv) implies (iii). �

Schelter [190] proposed a condition similar to (iv) in the theorem as a
definition of smoothness for noncommutative algebras.

In case A is commutative, consider the related condition that for every
commutative square-zero extension R of A, there is a lifting A → R. This is
equivalent to smoothness for commutative algebras [223, Section 9.3.1] but
is a weaker condition than being quasi-free. In fact, a commutative algebra
is smooth in the sense of Definition 4.1.4 if and only if it is smooth in this
classical sense [216].

Exercise 4.2.12. Verify that equations (4.2.2) do indeed give Ω1
ncA the

structure of an A-bimodule, that is, (a) the action is well-defined, and (b)
it is an A-bimodule action.

Exercise 4.2.13. Verify that the map j in the sequence (4.2.3) is a well-
defined A-bimodule map.

Exercise 4.2.14. Show that if A is a commutative algebra, then the A-
module Ω1

comA of Definition 4.2.5 may equivalently be defined as

A⊗A/(ab⊗ c− a⊗ bc+ ac⊗ b | a, b, c ∈ A)

by considering the left A-module map from A⊗A to Ω1
comA that sends 1⊗b

to db for all b ∈ A. This can also be identified with Hochschild homology
HH1(A).

Exercise 4.2.15. Verify the isomorphism Ω1
comA ∼= Kerπ/(Kerπ)2 for a

commutative algebra A by using Exercise 4.2.14 and the map A ⊗ A → I
that sends a⊗ b to ab⊗ 1− a⊗ b for all a, b ∈ A.

Exercise 4.2.16. Verify the claims from the proof of Theorem 4.2.7:

(a) ΩncA is a differential graded algebra. In particular, check that
d2 = 0, the multiplication is associative, and the differential is a
graded derivation.
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88 4. Smooth Algebras and Van den Bergh Duality

(b) The map u∗ is a homomorphism of differential graded algebras, and
is unique.

Exercise 4.2.17. Verify that formula (4.2.9) defines an associative multi-
plication on A⊕M .

4.3. Van den Bergh duality and Calabi-Yau algebras

For some smooth algebras, both commutative and noncommutative, there
exists a duality between Hochschild homology and cohomology, an analog
of Poincaré duality in geometry. We state this duality in Theorem 4.3.2. A
special case is Corollary 4.3.8 for Calabi-Yau algebras, which are defined in
this section.

In general, if P is a left Ae-module, then HomAe(P,Ae) is a right Ae-
module by setting (f · (a ⊗ b))(p) = bf(p)a for all a, b ∈ A, p ∈ P ,
and f ∈ HomAe(P,Ae). This gives the structure of a right Ae-module
to the Hochschild cohomology space of A with coefficients in Ae, that is,
to HHi(A,Ae) for each i. This action appears in the statement of Theo-
rem 4.3.2 below.

Definition 4.3.1. An A-bimodule U is invertible if there is an A-bimodule
V such that U ⊗A V ∼= A and V ⊗A U ∼= A as A-bimodules.

The invertibleA-bimodules correspond one-to-one with autoequivalences
of the category A-mod, that is, equivalences between the category of A-
modules and itself, given by tensor products with the invertibleA-bimodules.
The identity autoequivalence is given by the invertible A-bimodule A.

An invertible A-bimodule gives a duality between Hochschild homology
HH∗(A) and cohomology HH∗(A) under some conditions, as stated in the
following theorem of Van den Bergh [216, Theorem 1].

Theorem 4.3.2. Let A be a smooth algebra. Assume that there is a positive
integer d for which HHi(A,Ae) = 0 for all i = d and that U = HHd(A,Ae)
is an invertible A-bimodule. There is an isomorphism of vector spaces

HHn(A,M) ∼= HHd−n(A,U ⊗A M)

for all A-bimodules M and n ∈ {0, . . . , d}, and HHn(A,M) = 0 for n > d.

As a consequence of the statement, the integer d in the theorem is equal
to the Hochschild dimension dim(A) of A: by hypothesis, HHd(A,Ae) = 0,
implying d ≤ dim(A). By equation (A.2.10), there exists an Ae-module M

for which HHdim(A)(A,M) = 0, and so by the last statement of the theorem,
d ≥ dim(A).

Definition 4.3.3. If the hypotheses of the theorem are satisfied, we call U
the dualizing bimodule of A and we say that A has Van den Bergh duality.
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Proof of Theorem 4.3.2. The proof is a special case of a proof in [136],
and we choose the same indexing for ease of comparison. Since A is smooth,
there is an Ae-projective resolution (P �, δ �) of A such that each Pi is finitely
generated and Pi = 0 for all i > n = dim(A). (Note that d ≤ n since
U = HHd(A,Ae) = 0 by hypothesis, and as explained above, it will follow

from the proof and equation (A.2.10) that d = n.) Let Q �

ε−→ M be an
Ae-projective resolution of M . Since U is invertible, the functor U ⊗A −
is a category equivalence, and so U ⊗A Q � is an Ae-projective resolution of
U ⊗A M . Let

Cp,q = HomAe(P−p, Qq)

for all p ≤ 0, q ≥ 0. We claim that since P−p is finitely generated and
projective, for each p, q, there is an isomorphism of vector spaces,

(4.3.4) HomAe(P−p, A
e)⊗Ae Qq

∼−→ Cp,q

given by f⊗y �→ (x �→ (−1)pqf(x)y) for all f ∈ HomAe(P−p, A
e) and y ∈ Qq.

Indeed, in case P−p = Ae, this is clearly an isomorphism, as it is if P−p is a
free module of finite rank. The claim then follows for any finitely generated
projective Ae-module, and thus for each P−p. Note that the tensor product
here is taken over Ae instead of over A.

The rest of the proof uses a comparison of two spectral sequences for a
bicomplex (Section A.7). Consider the columns in the following diagram,
where n = dim(A):

...

��

...

��

0 HomAe(Pn, Q2)��

��

· · ·�� HomAe(P0, Q2)��

��

0��

0 HomAe(Pn, Q1)��

��

· · ·�� HomAe(P0, Q1)

��

�� 0��

0 HomAe(Pn, Q0)

��

�� · · ·�� HomAe(P0, Q0)��

��

0��

0 0

We will apply the two spectral sequences described in Section A.7 to the
double complex C �, �.

Let E′′ denote the first spectral sequence described in Section A.7 for a
double complex, given specifically by equation (A.7.5). That is, E′′

begins with vertical differentials only, and we write E′′
1

∼= H′′(C) and
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90 4. Smooth Algebras and Van den Bergh Duality

E′′
2
∼= H′(H′′(C)). Since each Pi is projective and Q �

ε−→ M is exact, the ith
column of the above diagram is exact when augmented with HomAe(Pi,M).
Thus we find that E′′

1 consists of HomAe(P �,M) in the bottom row, with 0 in
all other positions. It follows that E′′

2 consists of HH∗(A,M) in the bottom
row, with zero differentials. So the spectral sequence collapses and this is
the cohomology of C �, �.

For comparison, let E′ denote the second spectral sequence described in
Section A.7 for a double complex, given on page 233. That is, E′ begins with
horizontal differentials only, and we write E′

1
∼= H′(C) and E′

2
∼= H′′(H′(C)).

By hypothesis, E′
1 consists of U⊗AeQ � as the −dth column and 0 in all other

positions. It follows that E′
2 is TorA

e

d−∗(U,M), with zero differentials. We
claim that U⊗Ae Qj

∼= A⊗Ae (U⊗AQj) as A
e-modules for all j. To see this,

first note that it is true for a free Ae-module since U
∼−→ A⊗Ae (U ⊗A Ae)

via the map u �→ 1 ⊗ (u ⊗ (1 ⊗ 1)) which has inverse a ⊗ (u ⊗ (b ⊗ c)) �→
caub. Each Qj is projective, so is a direct summand of a free module, and

this isomorphism preserves such a direct sum. Therefore TorA
e

d−∗(U,M) ∼=
HHd− �(A,U⊗AM), and this is the cohomology of C �, �, completing the proof.

�

We next show that polynomial rings have Van den Bergh duality.

Example 4.3.5. Let A = k[x]. Consider the Koszul resolution (1.1.19) of
A as an Ae-module. Apply Homk[x]e(−, k[x]e) to obtain

0 ←− Homk[x]e(k[x]
e, k[x]e) ←− Homk[x]e(k[x]

e, k[x]e) ←− 0.

Under the isomorphism Homk[x]e(k[x]
e, k[x]e) ∼= Homk(k, k[x]

e) ∼= k[x]e, this
sequence is equivalent to

0 ←− k[x]e ←− k[x]e ←− 0,

the nonzero map being given by multiplication by x ⊗ 1 − 1 ⊗ x. So
HH0(k[x], k[x]e)=0 and HH1(k[x], k[x]e) ∼= k[x], an invertible k[x]-bimodule.
The hypotheses of Theorem 4.3.2 are satisfied and so

HHn(k[x],M) ∼= HH1−n(k[x],M)

for all k[x]-bimodules M and n = 0, 1. A similar argument applies to a
polynomial ring in more indeterminates: in Example 4.1.5 we explained
that k[x1, . . . , xm] is smooth. We find that

HHm(k[x1, . . . , xm], k[x1, . . . , xm]e) ∼= k[x1, . . . , xm],

while HHi(k[x1, . . . , xm], k[x1, . . . , xm]e) = 0 for i = m, and so by Theo-
rem 4.3.2,

HHn(k[x1, . . . , xm],M) ∼= HHm−n(k[x1, . . . , xm],M)

for all k[x1, . . . , xm]-bimodules M and n = 0, . . . ,m.
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Definition 4.3.6. A smooth algebra A is Calabi-Yau if it has Van den
Bergh duality with dualizing bimodule U ∼= A.

Example 4.3.7. As a consequence of our work in Example 4.3.5, polynomial
rings k[x1, . . . , xm] are Calabi-Yau.

Calabi-Yau algebras were first defined by Ginzburg [89] as an analog, in
the noncommutative setting, of rings of functions on Calabi-Yau varieties.
There is also a notion of a twisted Calabi-Yau algebra: in the definition of
Calabi-Yau algebra, allow more generally an isomorphism U ∼= Aσ, where
σ is an algebra automorphism of A and Aσ = A with Ae-module structure
twisted by σ on the right, that is, the right action of A on Aσ is given by
a · b = aσ(b) for all a, b ∈ A. See, e.g., [94].

When A is a Calabi-Yau algebra, we may replace U by A in Theo-
rem 4.3.2 and apply the isomorphism A⊗A M ∼= M to obtain the following
corollary.

Corollary 4.3.8. If A is a Calabi-Yau algebra of Hochschild dimension d,
then

HHn(A,M) ∼= HHd−n(A,M)

for all A-bimodules M and integers n.

Examples of noncommutative Calabi-Yau algebras include some Sklyanin
algebras [163] and some deformed preprojective algebras [7]. Skew group
algebras can be Calabi-Yau, and we give details for some of these examples
in the next section.

Exercise 4.3.9. Prove that invertible bimodules correspond with auto-
equivalences of the category A-mod.

Exercise 4.3.10. Let A = k[x1, . . . , xm]. Verify the claimed structure of
HHi(A,Ae) stated in Example 4.3.5.

Exercise 4.3.11. Let A = kq[x1, x2], as defined in Example 3.2.1. Find

HHi(A,Ae) for each i. Is A Calabi-Yau?

Exercise 4.3.12. Let A = k〈x1, x2〉/(x1x2− qx2x1, x
n1
1 , xn2

2 ), as in Exam-

ple 3.2.6. Find HHi(A,Ae) for each i. Is A Calabi-Yau? Cf. Exercise 3.2.12.

4.4. Skew group algebras

Let G be a finite group, let k be a field of characteristic not dividing |G|,
and let V be a kG-module of finite dimension d as a vector space. In this
section we show that the skew group algebra A = S(V ) � G has Van den
Bergh duality and determine conditions under which it is Calabi-Yau. In
Example 3.5.7, we found expressions for the Hochschild cohomology spaces
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of A. Here, Van den Bergh duality leads to an alternate computation of
the Hochschild cohomology spaces in the case that k is algebraically closed,
through knowledge of Hochschild homology. We present this computation,
due to Farinati [77], in this section.

By our work in Example 4.3.5 (see also Example 3.1.3),

HHd(S(V ), S(V )e) ∼= S(V )⊗
∧d(V ∗)

and HHn(S(V ), S(V )e) = 0 for n = d = dimk(V ). We retain the tensor

factor
∧d(V ∗) in this expression even though it is a one-dimensional vector

space, as it may have a nontrivial group action. The dual vector space V ∗ =
Homk(V, k) is a kG-module via (gf)(v) = f(g

−1
v) for all g ∈ G, f ∈ V ∗, and

v ∈ V , and G acts factorwise on the tensor product S(V )⊗
∧d(V ∗).

Note that as an S(V )e-module, Ae ∼= S(V )e⊗k(G×G), where S(V )e acts
only on the left tensor factor S(V )e. (Map sg ⊗ g′s′ �→ (s⊗ s′)⊗ (g, (g′)−1)
for all s, s′ ∈ S(V ) and g, g′ ∈ G.) Applying first the techniques in the
proof of Theorem 3.5.2, and then Van den Bergh duality for S(V ) as in
Example 4.3.5, we obtain isomorphisms for each n:

HHn(A,Ae) ∼= HHn(S(V ), Ae)G

∼= HHn(S(V ), S(V )e ⊗ k(G×G))G

∼= HHd−n(S(V ), S(V )e ⊗ k(G×G))G.

This is Hochschild homology, obtained from the tensor product of an S(V )e-
projective resolution of S(V ), over S(V )e, with S(V )e ⊗ k(G × G). By
definition, the differential is the identity map on the factor k(G×G) and so
tensoring with k(G×G) commutes with taking homology. That is, paying
close attention to placement of parentheses,

HHn(A,Ae) ∼= (HHd−n(S(V ), S(V )e)⊗ k(G×G))G.

Now apply Van den Bergh duality again to obtain

HHn(A,Ae) ∼= (HHn(S(V ), S(V )e)⊗ k(G×G))G.

If n = d, this is 0, while if n = d, this is isomorphic to

(S(V )⊗
∧d(V ∗)⊗ k(G×G))G

as a vector space. We claim that the A-bimodule structure on the above

space is as it is on A ⊗
∧d(V ∗): if G acts by linear transformations of

determinant 1, the isomorphism is given by

S(V )�G −→ (S(V )⊗ k(G×G))G

s⊗ g �→ 1

|G|
∑
h∈G

hs⊗ (hg, h−1)
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for all s ∈ S(V ) and g ∈ G. In the more general case where G does not
act by linear transformations of determinant 1, a similar isomorphism also

yields HHd(A,Ae) ∼= A⊗
∧d(V ∗). Thus in either case, A has Van den Bergh

duality with dualizing bimodule A⊗
∧d(V ∗), so that the following theorem

holds.

Theorem 4.4.1. Let G be a finite group, let k be a field of characteristic
not dividing the order of G, and let V be a kG-module of finite dimension d
as a vector space. The skew group ring S(V )�G has Van den Bergh duality

with dualizing bimodule (S(V ) � G) ⊗
∧d(V ∗). If G acts on V via linear

transformations of determinant 1, then S(V )�G is Calabi-Yau.

Now assume further that k is algebraically closed. We use Van den Bergh
duality to compute Hochschild cohomology from Hochschild homology. We
begin with a computation of Hochschild homology. By Theorem 3.5.2 and
further analysis similar to that leading to expression (3.5.6) for Hochschild
cohomology, the Hochschild homology space of A in degree n is

HHn(S(V )�G) ∼= HHn(S(V ), S(V )�G)G

∼=
⊕
g∈G

HHn(S(V ), S(V )g)C(g),

where G is a set of representatives of conjugacy classes of G and C(g) is the
centralizer in G of g. Letting V g be the subspace of V invariant under g and
Vg = Im(1− g), we have V = V g ⊕ Vg and an S(V )-bimodule isomorphism
S(V )g ∼= S(V g)⊗ S(Vg)g. By Exercise 3.1.10, it now follows that

HHn(S(V ), S(V )g)C(g)
∼= HHn(S(V

g)⊗ S(Vg), S(V
g)⊗ S(Vg)g)C(g)

∼=
( ⊕

p+q=n

HHp(S(V
g))⊗HHq(S(Vg), S(Vg)g)

)
C(g)

.

By Exercise 3.1.11 or Theorem 3.3.6, HH∗(S(V g)) ∼= S(V g) ⊗
∧
(V g). We

compute HH∗(S(Vg), S(Vg)g). Diagonalize the action of g on Vg, so that
Vg has a basis of eigenvectors for g, namely x1, . . . , xr with eigenvalues
λ1, . . . , λr. By the Künneth Theorem (Theorem A.5.2),

HH∗(S(Vg), S(Vg)g) ∼=
r⊗

i=1

HH∗(k[xi], k[xi]g).

We claim that HH0(k[xi], k[xi]g) ∼= k and HH1(k[xi], k[xi]g) = 0 since λi = 1
(as xi ∈ Vg): if we consider the k[x]e-module k[x]g, where gx = λx for some
scalar λ, then applying −⊗k[x]e k[x]g to (1.1.19), we obtain

0 → k[x]g → k[x]g → 0,
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where the nonzero map is given by applying x⊗1−1⊗x, and thus becomes
multiplication by (1−λ)x. So HH0(k[x], k[x]g) ∼= k and HH1(k[x], k[x]g) = 0,
as claimed. Note also that h ∈ C(g) may be simultaneously diagonalized
with g. So we now have

HHn(S(V ), S(V )g)C(g)
∼= (S(V g)⊗

∧n(V g))C(g).

We are ready to compute Hochschild cohomology via Van den Bergh duality.

From our earlier work, using dualizing bimodule A⊗
∧d(V ∗), we have

HHn(S(V )�G) ∼= HHd−n(S(V )�G, (S(V )�G)⊗
∧d(V ∗))

∼=
⊕
g∈G

(S(V g)⊗
∧d−n(V g)⊗

∧d(V ∗))C(g).

Note that∧d−n(V g)⊗
∧d(V ∗) ∼=

∧d−n(V g)⊗
∧dimV g

((V g)∗) ∧
∧codimV g

((Vg)
∗)

∼=
∧n−codimV g

((V g)∗)⊗
∧codimV g

((Vg)
∗)

as kC(g)-modules via the evaluation map pairing V and V ∗, noting also

that the vector space dimension of
∧n−codimV g

((V g)∗) is the same as that

of
∧d−n((V g)∗) since d = dimk V , the vector space dimension of V . In

comparison to our calculation of Example 3.5.7, the duality makes the degree

shift due to the factor
∧codimV g

((V g)∗) appear very naturally. For this
comparison, we identify the space of orbits under the action of C(g) with
its image under the map s �→ 1

|C(g)|
∑

h∈C(g)
hs.

Exercise 4.4.2. Under the hypotheses at the start of the section, what is

the inverse of the dualizing bimodule (S(V )�G)⊗
∧d(V ∗)?

Exercise 4.4.3. Let k = C, let G = S3, and let V be the 3-dimensional
vector space that is a CG-module by permutations of a chosen basis. Use
Van den Bergh duality to determine HH∗(S(V ) � G) and compare to the
results of Exercise 3.5.9.

4.5. Connes differential and Batalin-Vilkovisky structure

We introduce the Connes differential on Hochschild homology. For Calabi-
Yau algebras, we use this differential in combination with Van den Bergh du-
ality to define a new operation on Hochschild cohomology, called a Batalin-
Vilkovisky operator. For finite-dimensional symmetric algebras, we use it in
combination with another duality relation to define a Batalin-Vilkovisky op-
erator. The former method can be generalized to some twisted Calabi-Yau
algebras, and the latter to some Frobenius algebras. The Connes differential
arises in cyclic homology [146].

Author's preliminary version made available with permission of the publisher, the American Mathematical Society



4.5. Connes differential and Batalin-Vilkovisky structure 95

Recall the contracting homotopy s � for the bar resolution, given by maps
s : A⊗(n+1) → A⊗(n+2) for each n ≥ 0 in (1.1.3) as:

s(a0 ⊗ · · · ⊗ an) = 1⊗ a0 ⊗ · · · ⊗ an

for all a0, . . . , an ∈ A. (We suppress indices on maps here for legibility in
formulas, generically writing s in place of sn−1.) For each n, define a map

t : A⊗(n+1) → A⊗(n+1) to be the signed cyclic permutation of tensor factors
given by

t(a0 ⊗ · · · ⊗ an) = (−1)nan ⊗ a0 ⊗ · · · ⊗ an−1

for all a0, . . . , an ∈ A, and define N : A⊗(n+1) → A⊗(n+1) by

N = 1 + t+ t2 + · · ·+ tn.

Definition 4.5.1. The Connes differential B : A⊗(n+1) → A⊗(n+2) is the
map defined for each n ≥ 0 by

B = (1− t)sN.

Calculations show that B is a chain map of degree 1, on the bar complex,
and so it induces a map on Hochschild homology.

Calabi-Yau algebras. Assume A is a Calabi-Yau algebra of Hochschild
dimension d so that Corollary 4.3.8 implies HHn(A) ∼= HHd−n(A) for all n.
We define an operator

Δ : HHn(A) → HHn−1(A)

to be that induced by the Connes differential B under this Van den Bergh
duality isomorphism. That is, define Δ by the following commuting diagram
for all n:

HHn(A)
Δ ��

∼=
��

HHn−1(A)

∼=
��

HHd−n(A)
B �� HHd−n+1(A)

Definition 4.5.2. The map Δ defined by the above diagram is the Batalin-
Vilkovisky operator on the Hochschild cohomology ring of the Calabi-Yau
algebra A.

Remark 4.5.3. There is a relationship between the Batalin-Vilkovisky op-
erator Δ and the Gerstenhaber bracket. Let A be a Calabi-Yau algebra and
let α, β be homogeneous elements in HH∗(A). Then

[α, β] = Δ(α � β)−Δ(α) � β − (−1)|α|α � Δ(β).

For a proof, see, e.g., [89, Section 9.3], or [1] for a more general context.
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For a Calabi-Yau algebra A, we say that (HH∗(A),�, [ , ],Δ) is a
Batalin-Vilkovisky algebra. Such a structure on Hochschild cohomology has
also been defined similarly for some twisted Calabi-Yau algebras [135].

Symmetric algebras. A different duality can be used to define a Batalin-
Vilkovisky structure in the case of a finite-dimensional symmetric algebra
(see, e.g., [215]) and for some Frobenius algebras (see [139,219]). We give a
description of this structure for symmetric algebras based on ideas in [139].

Let A be a finite-dimensional symmetric algebra, that is, there is a non-
degenerate symmetric associative bilinear form 〈 , 〉 : A×A → k. Give the
dual vector space D(A) = Homk(A, k) the structure of an Ae-module via
(afb)(c) = f(bca) for all a, b, c ∈ A and f ∈ D(A). (We use the notation
D(A) here rather than A∗ to avoid confusion.) The form 〈 , 〉 gives an
isomorphism A ∼= D(A) as Ae-modules. Let B(A) denote the bar resolu-
tion (1.1.4) of A as an Ae-module. For Hochschild homology, we consider
the complex A⊗Ae B(A) with terms A⊗Ae Bn(A), which are left A-modules
by multiplication on the leftmost tensor factor. Note that the corresponding
tensor induced Ae-module is

Ae ⊗A (A⊗Ae Bn(A)) ∼= Bn(A).

Applying the Nakayama relations (Lemma A.6.1) twice (the first time in-
volving coinduction from k to A and the second time involving induction
from A to Ae), we find

Homk(A⊗Ae Bn(A), k) ∼= HomA(A⊗Ae Bn(A), D(A))

∼= HomAe(Bn(A), D(A))

∼= HomAe(Bn(A), A),

the last isomorphism due to the isomorphism D(A) ∼= A of Ae-modules.
Taking cohomology of the corresponding complexes, we obtain

D(HHn(A)) ∼= HHn(A).

We use this duality to define a Batalin-Vilkovisky structure on HH∗(A) just
as in the Calabi-Yau setting. Let Bt denote the transpose of the Connes
differential B, that is, Bt(f) = fB for all f ∈ D(HH∗(A)). Then

Δ : HHn(A) → HHn−1(A)

is defined by the following commuting diagram:

HHn(A)
Δ ��

∼=
��

HHn−1(A)

∼=
��

D(HHn(A))
Bt

�� D(HHn−1(A))
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Just as in the case of a Calabi-Yau algebra, the relation between the Batalin-
Vilkovisky operator and the Gerstenhaber bracket given in Remark 4.5.3
holds. A generalization to Frobenius algebras with diagonalizable Nakayama
automorphism may be found in the two papers [139, 219] using different
methods. More details and examples may be found in these papers.

Exercise 4.5.4. Find a formula for the Connes differential B of Defini-
tion 4.5.1 in cases n = 1, 2.

Exercise 4.5.5. Verify that the Connes differential B is indeed a chain map.
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Chapter 5

Algebraic Deformation
Theory

In this chapter we will define and examine some types of deformations of
associative algebras, focusing on the role played by Hochschild cohomol-
ogy and its Gerstenhaber bracket. Surveys of further aspects of the theory
beyond what we will develop here include that of Schedler [189] on defor-
mations arising in noncommutative geometry and that of Giaquinto [87]
for deformation formulas arising from bialgebra actions and for deforma-
tions of bialgebras. Here we generally discuss formal deformations, infini-
tesimal deformations, deformation quantization, and graded deformations.
We summarize the theory of Braverman and Gaitsgory [33] for graded defor-
mations of Koszul algebras in particular, and give their proof of the classical
Poincaré-Birkhoff-Witt Theorem for Lie algebras as an application. Their
theory makes heavy use of Hochschild cohomology. A different homological
treatment was given by Polishchuk and Positselski [175,176].

Let A be an algebra over a field k.

5.1. Formal deformations

Let t be an indeterminate. Denote by A[[t]] the algebra whose elements
are formal power series

∑
i≥0 ait

i with coefficients ai ∈ A. Multiplication is
given by the Cauchy product:

(5.1.1) (
∑
i≥0

ait
i)(

∑
j≥0

bjt
j) =

∑
l≥0

( ∑
i+j=l

aibj
)
tl.

The algebra A[[t]] is a k[[t]]-module under multiplication via the identifica-
tion of k with the subalgebra k ·1 of A. We are interested in new associative

99
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100 5. Algebraic Deformation Theory

algebra structures on this k[[t]]-module A[[t]] for which the quotient by the
ideal generated by t is isomorphic to A. Precisely, we have the following
definition.

Definition 5.1.2. A formal deformation (At, ∗) of A (also called a defor-
mation of A over k[[t]]) is an associative k-bilinear multiplication ∗ on the
k[[t]]-module A[[t]], such that in the quotient by the ideal generated by t, the
multiplication corresponds to that on A; this multiplication is required to be
determined by a multiplication on elements of A and extended to A[[t]] by
the Cauchy product rule (5.1.1). Define similarly a deformation of A over
k[t] or over k[t]/(tn).

To be clear, we intend in the definition a new multiplication on elements
of A, taking values in the k[[t]]-module A[[t]], and extended to a multipli-
cation on A[[t]] by Cauchy products. We give an explicit description via a
multiplication formula (5.1.4) below.

Remark 5.1.3. There are more general types of deformations. Let R be
any commutative augmented k-algebra (such as R = k[[t1, . . . , tm]]), with
augmentation map ε : R → k, that is complete with respect to the (Ker ε)-
adic topology. A deformation of A over R is an associative R-algebra AR

that is isomorphic to the completed tensor product of A with R as an R-
module and for which there is a k-algebra isomorphism AR/(Ker ε)

∼−→ A.
Often it is assumed that AR is free as an R-module, or more generally that
AR is flat as an R-module (for a flat deformation). In this book we will only
consider deformations over k[[t]], k[t], or k[t]/(tn) as in Definition 5.1.2, and
we will not need this more general definition.

Any multiplication ∗ as in Definition 5.1.2 is determined by products of
pairs of elements of A: for a, b ∈ A, write

(5.1.4) a ∗ b = ab+ μ1(a⊗ b)t+ μ2(a⊗ b)t2 + μ3(a⊗ b)t3 + · · · ,
where ab is the usual product in A and μ1, μ2, μ3, . . . are functions from
A⊗A to A giving the coefficients of t, t2, t3, . . . as indicated. Sometimes we
write μ0(a⊗ b) = ab so that the formula becomes

a ∗ b =
∑
i≥0

μi(a⊗ b)ti.

The functions μi are necessarily k-linear. We call μi the ith multiplication
map of the deformation. We sometimes denote the deformation (At, ∗) by
(At, μt), writing

μt = μ0 + μ1t+ μ2t
2 + · · ·

as a function from A⊗A to At. When needed, we extend μt to be a function
on the tensor product of the k[[t]]-moduleA[[t]] with itself, completed so that
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5.1. Formal deformations 101

expressions with formal power series as tensor factors make sense:

(
∑
i≥0

ait
i)⊗k[[t]] (

∑
j≥0

bjt
j) =

∑
n≥0

( ∑
i+j=n

ai ⊗ bj
)
tn.

In this case, the value of μt on an element
∑

n≥0 cnt
n, where cn ∈ A⊗A for

all n, is taken to be
∑

n≥0(
∑

i+j=n μi(cj))t
n. Some authors write ⊗̂ in place

of ⊗ to denote a completed tensor product.

We will next derive some properties of the multiplication maps μi. As-
sume that (A, ∗) is a formal deformation of A as in Definition 5.1.2, so that
the multiplication ∗ is associative and given by maps μi as above. Calcu-
lating each side of the equation (a ∗ b) ∗ c = a ∗ (b ∗ c) for all a, b, c ∈ A by
using formula (5.1.4), we find that

(a ∗ b) ∗ c = abc+ (μ1(ab⊗ c) + μ1(a⊗ b)c)t

+(μ2(ab⊗ c) + μ1(μ1(a⊗ b)⊗ c) + μ2(a⊗ b)c)t2 + · · ·
while

a ∗ (b ∗ c) = abc+ (μ1(a⊗ bc) + aμ1(b⊗ c))t

+(μ2(a⊗ bc) + μ1(a⊗ μ1(b⊗ c)) + aμ2(b⊗ c))t2 + · · · .
Equating coefficients of t, it follows that

(5.1.5) μ1(ab⊗ c) + μ1(a⊗ b)c = μ1(a⊗ bc) + aμ1(b⊗ c)

for all a, b, c ∈ A. Comparing with equation (1.2.2), we see that μ1 may be
identified with a Hochschild 2-cocycle on the bar resolution of A. That is,
d∗3(μ1) = 0, where d3 is the differential on the bar resolution (1.1.4), under
the identification HomAe(A⊗5, A) ∼= Homk(A

⊗3, A) given by (1.1.11) with
M = A and n = 3. Equating coefficients of t2, we have

μ1(μ1(a⊗ b)⊗ c)− μ1(a⊗ μ1(b⊗ c))

= aμ2(b⊗ c)− μ2(ab⊗ c) + μ2(a⊗ bc)− μ2(a⊗ b)c

for all a, b, c ∈ A. Comparing with Definition 1.4.1, the left side of the above
equation is the circle product μ1 ◦ μ1, which in characteristic not 2 is half
of the Gerstenhaber bracket [μ1, μ1], applied to a⊗ b⊗ c. The right side is
d∗3(μ2) applied to a ⊗ b ⊗ c, where d3 again denotes the differential on the
bar resolution. Thus associativity of ∗ implies that, at the chain level, if
char(k) = 2,

(5.1.6) [μ1, μ1] = 2d∗3(μ2).

If char(k) = 2, we must express the condition as μ1 ◦ μ1 = d∗3(μ2), or
Sq(μ1) = d∗3(μ2), where Sq is the divided square operation of Definition 1.4.2.
A similar analysis shows that

(5.1.7) [μ1, μ2] = d∗3(μ3)

Author's preliminary version made available with permission of the publisher, the American Mathematical Society



102 5. Algebraic Deformation Theory

and more generally that

(5.1.8)

i−1∑
j=1

(μj(μi−j(a⊗ b)⊗ c)− μj(a⊗ μi−j(b⊗ c))) = d∗3(μi)(a⊗ b⊗ c)

for all a, b, c ∈ A and i ≥ 2. Alternatively we may apply Lemma 1.4.5(ii),
with π = μ0, to rewrite the differential on Homk(A

⊗∗, A) as (−1)[−, μ0] and
change the indexing of the above sum to include j = 0 and j = i. Then
equation (5.1.8) becomes

(5.1.9)
i∑

j=0

(μj(μi−j(a⊗ b)⊗ c)− μj(a⊗ μi−j(b⊗ c))) = 0.

We have thus found that there are infinitely many conditions that must
be satisfied, one for each i, given by equation (5.1.8) or (5.1.9), in order
that ∗ be an associative multiplication on A[[t]]. We call the left side of
equation (5.1.8), viewed as a function on A⊗3, the (i − 1)st obstruction.
Considering the right side of equation (5.1.8), as a consequence of associa-
tivity of ∗, we find that the (i−1)st obstruction must represent the element 0
in the Hochschild cohomology space HH3(A). It follows that a set of k-linear
functions μi : A ⊗ A → A potentially defining an associative product ∗ on
A[[t]] via formula (5.1.4) is prevented from doing so if any of the obstructions
is nonzero in HH3(A).

We give several examples next. Each example is a deformation over
k[[t]] or k[t] which is then specialized to a particular value of the parameter
t where possible. Such specialization is a common source of new algebras
arising from deformations of given algebras.

Example 5.1.10. Let A = k[x, y]. Define a multiplication ∗ on A[t] or on
A[[t]] by

xi ∗ xj = xi+j , yi ∗ yj = yi+j, xi ∗ yj = xiyj , y ∗ x = xy + t

for all i, j, and extend by requiring ∗ to be associative. This gives rise to a
deformation of A over k[[t]] or k[t]. Over k[t], we may substitute t = 1 (that
is, take the quotient by the ideal (t− 1)) to obtain the Weyl algebra

A1 = k〈x, y〉/(yx− xy − 1).

This may be done more generally to obtain the Weyl algebra Am on 2m
generators, that is, the algebra with generators x1, . . . , xm, y1, . . . , ym and
relations xixj = xjxi, yiyj = yjyi, and yixj = xjyi + δi,j for all i, j.

Example 5.1.11. Let k = C for this example, so that we may take advan-
tage of convergence of the exponential function. Let A = C[x, y]. Define a
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multiplication ∗ on A[[t]] by

xi ∗ xj = xi+j, yi ∗ yj = yi+j, xi ∗ yj = xiyj ,

y ∗ x = xy(1 + t+
1

2!
t2 +

1

3!
t3 + · · · ) = xy · exp(t)

for all i, j, and extend by requiring ∗ to be associative. This gives rise to a
formal deformation of A. Let t0 ∈ C and substitute t = t0 in the subalgebra
of A[[t]] generated by x and y. Let q = exp(t0). The resulting algebra is the
quantum plane

Cq[x, y] = C〈x, y〉/(yx− qxy).

This is done more generally to obtain a skew polynomial ring Cq[x1, . . . , xn]
as defined in Example 3.2.1.

For the next example, recall that a Lie algebra g is a vector space with
a linear map [−,−] : g ⊗ g → g for which [x, x] = 0 for all x ∈ g and the
Jacobi identity holds:

(5.1.12) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0

for all x, y, z ∈ g. If the characteristic of k is not 2, the condition [x, x] = 0
for all x is equivalent to the condition that [x, y] = −[y, x] for all x, y, and
in any case implies it, that is, the bracket is antisymmetric. The universal
enveloping algebra of g is

U(g) = T (g)/(x⊗ y − y ⊗ x− [x, y] | x, y ∈ g).

Example 5.1.13. Let k be a field of characteristic not 2. Let A = k[e, f, h].
Define a multiplication on A[t] by

f ∗ e = ef − ht, h ∗ e = eh+ 2et, h ∗ f = fh− 2ft,

and all products of monomials in alphabetical order are as in A, for example,
eif j ∗ hm = eif jhm for all i, j,m. Extend by requiring ∗ to be associative.
Substitute t = 1 to obtain the universal enveloping algebra of the Lie algebra
sl2:

U(sl2) = k〈e, f, h〉/(fe− ef + h, he− eh− 2e, hf − fh+ 2f).

The last example above is essentially generalized below in Section 5.5 in
a restatement of the classical Poincaré-Birkhoff-Witt (PBW) Theorem. In
the proof of Theorem 5.5.5 we will see that the universal enveloping algebra
U(g) of a Lie algebra g is a particular type of deformation of a polynomial
ring, termed a PBW deformation due to its appearance in that theorem.

Exercise 5.1.14. Derive the formula (5.1.7) by equating coefficients of t3

in the equation (a ∗ b) ∗ c = a ∗ (b ∗ c).
Exercise 5.1.15. Identify the Hochschild cocycle μ1 inherent in Exam-
ple 5.1.10. What is μ2?
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Exercise 5.1.16. Identify the Hochschild cocycle μ1 inherent in Exam-
ple 5.1.11. What is μ2?

Exercise 5.1.17. Let B be the Jordan plane:

B = k〈x, y〉/(yx− xy − x2).

One may realize B as a specialization to t = 1 of a deformation of the
polynomial ring k[x, y] over k[t]. What is the corresponding Hochschild
2-cocycle μ1?

Exercise 5.1.18. Let A1 be the Weyl algebra of Example 5.1.10. Show that
HH0(A1) ∼= k and HHn(A) = 0 for all n > 0. (Use the Koszul resolution
K for A1: set K = A1 ⊗

∧
(V ) ⊗ A1, where V is a vector space with basis

{x, y}. The differentials are as in the Koszul resolution for k[x, y]. Check
that K is indeed a free resolution of A1 as an Ae

1-module.)

Exercise 5.1.19. Let Am be the Weyl algebra on 2m generators of Exam-
ple 5.1.10. Use Exercise 5.1.18 and Theorem 3.1.2 to show that HH0(Am) ∼=
k and HHn(Am) = 0 for all n > 0.

5.2. Infinitesimal deformations and rigidity

An algebra is rigid if it cannot be deformed, and we make this notion precise
in this section. We saw in the last section that every formal deformation has
associated to it a Hochschild 2-cocycle. If Hochschild cohomology vanishes
in degree 2, the algebra is necessarily rigid, as stated in Proposition 5.2.8
below. Otherwise we examine more closely the cocycles that can arise,
starting with the next definition.

Definition 5.2.1. A k-linear function μ1 : A ⊗ A → A is an infinitesimal
deformation if (5.1.5) holds, that is, μ1 is a Hochschild 2-cocycle. Its pri-
mary (or first) obstruction vanishes if [μ1, μ1] is a coboundary in the space
Homk(A

⊗3, A). (In characteristic 2, instead require Sq(μ1) to be a cobound-
ary, where Sq is given in Definition 1.4.2.) The function μ1 is integrable if
there is a formal deformation (At, μt) for which μ1 is the first multiplication
map.

If μ1 is an infinitesimal deformation, then it defines an associative algebra
structure on A[t]/(t2), that is, it defines a deformation of A over k[t]/(t2),
the ring of dual numbers: let

a ∗ b = ab+ μ1(a⊗ b)t

for all a, b ∈ A and extend k[t]/(t2)-bilinearly to A[t]/(t2). (For notational
convenience, we identify t with its image under the quotient map from k[t]
to k[t]/(t2).) Conversely, a deformation of A over k[t]/(t2) is determined by
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5.2. Infinitesimal deformations and rigidity 105

the coefficient of t in the above equation, which necessarily satisfies equa-
tion (5.1.5). Sometimes when we refer to an infinitesimal deformation, we
mean this corresponding algebra structure on A[t]/(t2).

In Section 7.1, we will more generally define infinitesimal n-deformations
for any n ≥ 2; our infinitesimal deformations here will be called infinitesimal
2-deformations there. We will show in Theorem 7.1.8 that a Hochschild n-
cocycle corresponds to an infinitesimal n-deformation, generalizing the con-
nection we have already seen among infinitesimal deformations, Hochschild
2-cocycles, and deformations over k[t]/(t2).

We will next define a notion of equivalence of formal deformations. We
will see that the Hochschild 2-cocycles corresponding to equivalent deforma-
tions are cohomologous.

Definition 5.2.2. Two formal deformations (At, μt), (A
′
t, μ

′
t) are equivalent

if there is a k[[t]]-linear function φt : At → A′
t determined by its values on

A given in the form

(5.2.3) φt(a) = a+ φ1(a)t+ φ2(a)t
2 + · · ·

for k-linear functions φi : A → A such that

(5.2.4) φtμt(a⊗ b) = μ′
t(φt(a)⊗ φt(b))

for all a, b ∈ A, and extended to At. A formal deformation (At, μt) is trivial
if it is equivalent to A[[t]].

In the definition, we extend (5.2.3) to all elements of At by defining
φt(

∑
i≥0 ait

i) to be
∑

n≥0(
∑

i+j=n φi(aj))t
n, where φ0 is the identity map

on A.

Note that the function φt is an isomorphism of algebras by its definition
above. (Any function of the given form is necessarily invertible as a formal
power series; see for example the proof of Lemma 5.2.6 below.) We view each
function φi ∈ Homk(A,A) as a 1-cochain on the Hochschild complex via the
identification Homk(A,A) ∼= HomAe(A⊗3, A). This view gives meaning to
the expression d∗2(φ1) in the statement of the next lemma.

Lemma 5.2.5. If (At, μt), (A′
t, μ

′
t) are equivalent via a function φt as in

Definition 5.2.2, then μ′
1 = μ1 − d∗2(φ1). In particular, if (At, μt) is trivial,

then μ1 is a coboundary.

Proof. Expanding equation (5.2.4), we have

ab+ (φ1(ab) + μ1(a⊗ b))t+ · · · = ab+ (μ′
1(a⊗ b) + φ1(a)b+ aφ1(b))t+ · · ·

for all a, b ∈ A. Equating coefficients of t, and using the techniques of
Section 1.2 to evaluate (d∗2(φ1))(a ⊗ b), we see that μ′

1 = μ1 − d∗2(φ1) as
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claimed. If (At, μt) is trivial, then it is equivalent to (A′
t, μ

′
t) with μ′

0 = μ0

and μ′
i = 0 for all i > 0 via some function φt. Thus μ1 = d∗2(φ1). �

In the next lemma, we will view functions μ′
n ∈ Homk(A ⊗ A,A) as

2-cochains on the Hochschild complex under the standard identification of
Homk(A⊗A,A) with HomAe(A⊗4, A). Given a sequence μ′

1, μ
′
2, . . . of such

cochains, we will refer in the next lemma to the first nonvanishing cochain,
by which we mean μ′

n such that μ′
n = 0 and μ′

i = 0 for all i < n.

Lemma 5.2.6. A nontrivial formal deformation (At, μt) of A is equivalent
to a formal deformation (A′

t, μ
′
t) with the property that the first nonvanishing

cochain μ′
n is a Hochschild 2-cocycle that is not a coboundary.

Proof. Suppose (At, μt) is a formal deformation of A that is not equivalent
to a formal deformation (A′

t, μ
′
t) for which the first nonvanishing cochain is

not a coboundary. We will show that (At, μt) is necessarily trivial.

It follows from our assumption that the first nonvanishing cochain of
(At, μt) is a coboundary. Write

μt(a⊗ b) = ab+ μn(a⊗ b)tn + μn+1(a⊗ b)tn+1 + · · ·
for all a, b ∈ A, where μn = d∗2(β) for some β ∈ Homk(A,A). Let

φt(a) = a+ β(a)tn

for all a ∈ A, and note that

φ−1
t (a) = a− β(a)tn + β2(a)t2n − β3(a)t3n + · · · ,

where β2(a) = β(β(a)), β3(a) = β(β(β(a))), etc. Set μ′
t = φtμt(φ

−1
t ⊗ φ−1

t ).
A calculation shows that μ′

t is the multiplication map for a deformation
(A′

t, μ
′
t) which by definition is equivalent to (At, μt). Since μn = d∗2(β),

there is some function μ′
n+1 such that

μ′
t(a⊗ b)

= φtμt((a− β(a)tn + · · · )⊗ (b− β(b)tn + · · · ))
= φt(ab+ (μn(a⊗ b)− aβ(b)− β(a)b)tn + · · · )
= ab+ (β(ab) + μn(a⊗ b)− aβ(b)− β(a)b)tn + μ′

n+1(a⊗ b)tn+1 + · · ·
= ab+ μ′

n+1(a⊗ b)tn+1 + · · · .
By assumption, μ′

n+1 must be a coboundary, and so similarly (A′
t, μ

′
t) is

equivalent to (A′′
t , μ

′′
t ), where

μ′′
t (a⊗ b) = ab+ μ′′

n+2(a⊗ b)tn+2 + · · ·
via a function φ′

t with φ′
t(a) = a+ β′(a)tn+1. Continuing in this fashion, we

may let Φt be the function

Φt(a) = a+Φn(a)t
n +Φn+1(a)t

n+1 + · · ·
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defined as the composition of all . . . , φ′′
t , φ

′
t, φt. This composition is well-

defined: the coefficient function of each power of t in Φt is a finite polynomial
in β, β′, β′′, . . .. For example, if n = 1, then

Φt(a) = a+ β(a)t+ β′(a)t2 + (β′′(a) + β′(β(a)))t3 + · · · .
Applying Φt, we see that (At, μt) is trivial (see Definition 5.2.2) as claimed.
Note that for any given power of t, its coefficient function in the resulting
equivalent deformation only involves a composition of finitely many such
equivalences, and we find that the coefficient function is indeed 0. �

We now focus on algebras having no such deformations.

Definition 5.2.7. An algebra A is rigid if it has no nontrivial formal de-
formations.

As an immediate consequence of Lemma 5.2.6, we have the following
proposition.

Proposition 5.2.8. If HH2(A) = 0, then A is rigid.

Examples of algebras A for which HH2(A) = 0 include separable alge-
bras (as a consequence of their definition), universal enveloping algebras of
complex semisimple Lie algebras [125, Section XVIII.3], Weyl algebras (see
Exercise 5.1.19), and tensor algebras over a field (see Example 4.1.8). Thus
all of these algebras are rigid. We point out however that universal envelop-
ing algebras of semisimple Lie algebras do have bialgebra deformations [72],
yielding one approach to some types of quantum groups. It is bialgebra
cohomology that governs these deformations in an analogous theory [87].

There is a related statement for deformations of smooth finitely gener-
ated commutative algebras. These algebras have no nontrivial commutative
formal deformations since the Harrison cohomology in degree 2 is 0. Indeed,
see Remark 3.3.7; a calculation shows that any nontrivial commutative de-
formation would give rise to a Harrison 2-cocycle that is not a coboundary,
and no such cocycle exists. These algebras can however have noncommuta-
tive deformations, as we saw in the examples of Section 5.1.

The converse of Proposition 5.2.8 is false. Some counterexamples were
found by Gerstenhaber and Schack [83].

Exercise 5.2.9. For Examples 5.1.10 and 5.1.11, determine the structure
of the corresponding deformations over k[t]/(t2).

Exercise 5.2.10. Justify the claim that a function φt defined as in (5.2.3)
is always an isomorphism.

Exercise 5.2.11. Let A = k〈x, y〉/(yx − xy − 1), a Weyl algebra. Verify
directly the claim that A is rigid. (Use Proposition 5.2.8 and the result of
Exercise 5.1.18.)

Author's preliminary version made available with permission of the publisher, the American Mathematical Society
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Exercise 5.2.12. Verify the claim that smooth finitely generated commu-
tative algebras have no nontrivial commutative formal deformations. First
show that for any commutative algebra, a nontrivial commutative formal
deformation gives rise to a Harrison 2-cocycle that is not a coboundary (see
Definition 1.6.1 of Harrison cohomology). Then apply Remark 3.3.7.

5.3. Maurer-Cartan equation and Poisson bracket

For this section, we assume the characteristic of the field k is not 2. We
will give another interpretation of the conditions (5.1.9) for a deformation,
deriving the Maurer-Cartan equation (5.3.1) below. We will in particular
examine the first obstruction in the case of commutative algebras.

Let (At, μt) be a formal deformation of A. Write μt =
∑

i≥0 μit
i as

before. The conditions (5.1.9) for all i ≥ 2, together with associativity of
μ0 and the assumption that μ1 is a Hochschild 2-cocycle, may be combined
and reinterpreted as stating that

[μt, μt] = 0.

Set

μt = μ0 + μ′.

Note that associativity of A is the condition that [μ0, μ0] = 0. Since μ0 and
μ′ may be viewed as 2-cochains, the graded commutativity of the bracket
gives [μ′, μ0] = [μ0, μ

′]. So the equation [μt, μt] = 0 is equivalent to

2[μ0, μ
′] + [μ′, μ′] = 0.

By Lemma 1.4.5(ii) with π = μ0, the differential on the Hochschild complex
is (−1)[−, μ0], so the above equation is equivalent to

(5.3.1) −d∗(μ′) +
1

2
[μ′, μ′] = 0.

With appropriate sign conventions, this is the Maurer-Cartan equation (also
called the Berikashvili equation). We have shown that the deformed mul-
tiplication μt is associative if and only if μ′ satisfies the Maurer-Cartan
equation. Focusing on μ1 and μ2 (giving rise to coefficients of t and t2 in
expression (5.1.4)), this equation implies μ1 is a Hochschild 2-cocycle and
d∗3(μ2) =

1
2 [μ1, μ1], as we saw before in equation (5.1.6).

We next look more closely at commutative algebras and their potentially
noncommutative deformations.

Definition 5.3.2. A Poisson algebra is a commutative associative algebra
A that is also a Lie algebra under a binary operation { , } for which

{a, bc} = {a, b}c+ b{a, c}
for all a, b, c ∈ A. We call { , } a Poisson bracket.
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5.3. Maurer-Cartan equation and Poisson bracket 109

Note that a Poisson bracket { , } is by definition a Lie bracket, that
is, it is antisymmetric and satisfies the Jacobi identity (5.1.12). One source
of Poisson brackets on commutative algebras is Hochschild cohomology: let
μ1 : A⊗A → A be a Hochschild 2-cocycle on A whose primary obstruction
vanishes at the chain level, that is, [μ1, μ1] = 0 as a cochain on the bar
resolution. Let

(5.3.3) {a, b} =
1

2
(μ1(a⊗ b)− μ1(b⊗ a))

for all a, b ∈ A. A calculation using commutativity of A and the Hochschild
2-cocycle condition (5.1.5) shows that { , } is a Poisson bracket on A.
Conversely, a calculation shows that a Poisson bracket { , } is a Hochschild
2-cocycle.

Definition 5.3.4. Let A be a Poisson algebra. A deformation quantization
of A is a formal deformation (At, ∗) for which

a ∗ b− b ∗ a = {a, b}t (mod t2)

for all a, b ∈ A.

Example 5.3.5. The Weyl algebra A1 of Example 5.1.10 is the special-
ization of a deformation quantization of the polynomial ring k[x, y] with
Poisson bracket {x, y} = −1. Similar statements hold for Weyl algebras in
more indeterminates, and for the quantum plane and other skew polynomial
rings described in Example 5.1.11.

We will discuss in Section 7.6 some general conditions under which it
is known that a Poisson algebra has a deformation quantization (see Theo-
rem 7.6.3). In the noncommutative setting, an infinitesimal deformation μ1

of a not necessarily commutative algebra A is sometimes regarded as a non-
commutative Poisson structure on A when its primary obstruction vanishes.

Exercise 5.3.6. Verify the claim that the condition [μt, μt] = 0 is equivalent
to conditions (5.1.9) for all i ≥ 2 together with associativity of μ0 and the
property that μ1 is a Hochschild 2-cocycle.

Exercise 5.3.7. Verify that a Poisson bracket on a commutative algebra is
a Hochschild 2-cocycle.

Exercise 5.3.8. Verify that formula (5.3.3) defines a Poisson bracket on a
commutative algebra A.

Exercise 5.3.9. Find the Poisson bracket on the polynomial ring C[x, y]
arising from viewing Example 5.1.11 as a deformation quantization.
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5.4. Graded deformations

Let A be an N-graded algebra. Let t be an indeterminate, and assign t the
degree 1. Consider the resulting N-graded algebra A[t], in which |ati| = |a|+i
for all homogeneous a ∈ A and i ∈ N. A graded deformation ofA over k[t] is a
deformation At of A over k[t] that is also a graded algebra. We will translate
this condition to one on the multiplication maps μi of equation (5.1.4),
viewed as elements of Homk(A ⊗ A,A). First note that the grading on A
induces a grading on this space of homomorphisms. For m ∈ Z,

Homk(A⊗A,A)m = {f ∈ Homk(A⊗A,A) | f((A⊗A)i) ⊆ Ai+m for all i}.

For a graded deformation, since |t| = 1, each function μj of equation (5.1.4)
must be homogeneous of degree −j, that is, μj ∈ Homk(A⊗A,A)−j . An ith-
level graded deformation of A is a deformation Ai of A over k[t]/(ti+1) that
is also a graded algebra. It has underlying k[t]/(ti+1)-module A[t]/(ti+1)
and multiplication given on elements a, b ∈ A by

a ∗ b = ab+ μ1(a⊗ b)t+ μ2(a⊗ b)t2 + · · ·+ μi(a⊗ b)ti

for k-linear functions μj : A ⊗ A → A that are homogeneous of degree −j.
(For notational convenience, we identify t with its image under the quotient
map from k[t] to k[t]/(ti+1).) A first-level graded deformation of A then
corresponds to an infinitesimal deformation of A that is graded. We say
that an (i − 1)st-level graded deformation Ai−1 of A lifts to an ith-level
graded deformation Ai of A if the jth multiplication maps of Ai−1 and Ai

agree for all j ≤ i−1. Just as in Section 5.1, a calculation shows that if Ai−1

lifts to Ai, then equation (5.1.9) holds. Accordingly, just as in Section 5.1,
we say that the obstruction to existence of such a lifting is the left side of
equation (5.1.8), which must define a coboundary on the Hochschild complex
as a condition for lifting.

Braverman and Gaitsgory [33] proved the following proposition regard-
ing lifting graded deformations. We will need to use a grading on Hochschild
cohomology induced by that on the Hochschild complex which generalizes
the grading on Homk(A ⊗ A,A) discussed above. We define this grading
next.

The bar resolution of the N-graded algebra A is itself graded, with

|a0 ⊗ · · · ⊗ an+1| = |a0|+ · · ·+ |an+1|

for all homogeneous a0, . . . , an+1 ∈ A. The Ae-module A⊗(n+2) is a graded
Ae-module in this way, and the differentials are graded maps, that is, they
preserve the grading. A grading on HomAe(A⊗(n+2), A) ∼= Homk(A

⊗n, A)
for each n is defined by

Homk(A
⊗n, A)m = {f ∈ Homk(A

⊗n, A) | f((A⊗n)i) ⊆ Ai+m for all i},
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and again the differentials are graded maps. Thus the cohomology inherits
the grading. Hochschild cohomology HH∗(A) is therefore graded both by
this grading from A and by homological degree. We call the grading on
HH∗(A) coming from A its internal grading and that of homological degree
its homological grading. Correspondingly, we use the terms internal degree
and homological degree for homogeneous elements. Denote by HHi,j(A) the
subspace of HHi(A) consisting of elements of internal degree j (not to be
confused with a component of the Hodge decomposition (1.6.2) for which
this same notation is sometimes used in the literature).

Proposition 5.4.1. A first-level graded deformation of an N-graded algebra
A corresponds to an element of HH2,−1(A). An obstruction to lifting an
(i− 1)st-level graded deformation of A to an ith-level graded deformation of
A is in HH3,−i(A). Specifically, an (i− 1)st-level graded deformation lifts to
an ith-level graded deformation if and only if the (i−1)st obstruction defined
by the left side of equation (5.1.8) becomes 0 in cohomology.

Proof. We have noted before that a first-level deformation corresponds to
an infinitesimal deformation, that is, a Hochschild 2-cocycle. If, in addition,
it is graded, then necessarily the internal degree of the Hochschild 2-cocycle
is −1, as noted before. Two first-level graded deformations are isomorphic
if and only if their corresponding cocycles are cohomologous. Therefore the
first statement of the proposition holds.

A graded deformation of A necessarily involves functions μj that are
homogeneous of degree −j, as was noted at the beginning of this section,
and the same is true of an ith-level graded deformation. We have already
noted the obstructions (5.1.8), and in this graded setting, we see that equa-
tion (5.1.8) indeed involves functions of internal degree −i. Thus the second
statement holds. �
Exercise 5.4.2. Let P � be a free resolution of an N-graded algebra A as
an Ae-module consisting of graded modules and graded differentials. Show
that the internal grading on HH∗(A) is induced from that on P �.

Exercise 5.4.3. Let P � be the resolution (3.1.4) of a polynomial ring A =
k[x1, . . . , xm]. Define a grading on each module Pi under which P � becomes
a graded resolution, that is, the differentials are graded maps. Use this
grading on P � to describe each space HHi,j(A).

Exercise 5.4.4. Let A be a Koszul algebra and let K(A) be the Koszul
resolution given by (3.4.4). Put a grading on each Ki(A) for which the
differentials are graded maps, that is, they preserve the grading.

Exercise 5.4.5. Verify, by direct calculation, the claim in the proof of
Proposition 5.4.1 that two first-level graded deformations are isomorphic if
and only if their corresponding cocycles are cohomologous.
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Exercise 5.4.6. Identify a first-level graded deformation of the polynomial
ring k[e, f, h] corresponding to the deformation of Example 5.1.13.

5.5. Braverman-Gaitsgory theory and the PBW Theorem

We present the theory of Braverman and Gaitsgory [33] on particular types
of deformations and its application to the classical Poincaré-Birkhoff-Witt
(PBW) Theorem on the structure of universal enveloping algebras of Lie
algebras. We only consider here the original setting of [33] where A is a
connected graded Koszul algebra, although this theory has been generalized
in a number of directions (see, for example, the survey [195]).

Let A be a Koszul algebra, as defined in Section 3.4. Write A =
T (V )/(R), where V is a finite-dimensional vector space whose elements are
given degree 1, and R is a subspace of V ⊗V . We will construct a particular
type of deformation of A from choices of k-linear maps α : R → V and
β : R → k as follows. Consider the subspace of T0(V )⊕T1(V )⊕T2(V ) given
by

(5.5.1) P = Pα,β = {x− α(x)− β(x) | x ∈ R}.
Set A′ = T (V )/(P ), where (P ) denotes the ideal of T (V ) generated by
P = Pα,β. If α and β are both zero maps, then P = R and A′ = A is a
graded algebra. In general, A′ is not graded but is a filtered algebra in the
following way. Let FnA

′ be the image in A′ of the subspace
⊕

0≤i≤n Ti(V )

of T (V ). Then

F0A
′ ⊆ F1A

′ ⊆ F2A
′ ⊆ · · ·

and (FiA
′)(FjA

′) ⊆ Fi+jA
′. Denote the associated graded algebra to A′ by

grA′, that is, as a vector space,

grA′ = F0A
′ ⊕ (F1A

′/F0A
′)⊕ (F2A

′/F1A
′)⊕ · · · ,

and the product of an element in FiA
′/Fi−1A

′ with one in FjA
′/Fj−1A

′ is
defined by multiplying their inverse images in FiA

′ and FjA
′, and taking

the resulting image in Fi+jA
′/Fi+j−1A

′. By definition of P , since |α| = −1
and |β| = −2 as maps, the relations R hold in grA′. So there is a surjective
algebra homomorphism

(5.5.2) A → grA′

induced by mapping the generating space V to its image in grA′. In general
the map is not injective, and the cases where it is are given the name PBW
deformations.

Definition 5.5.3. The algebra A′ = T (V )/(P ) is a PBW deformation
(also called a filtered deformation) of A if the surjective algebra homomor-
phism (5.5.2) is an isomorphism.
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A PBW deformation turns out to be a specialization of a graded defor-
mation to a value of the parameter t. To see this, given P as in (5.5.1),
let

P [t] = {x− α(x)t− β(x)t2 | x ∈ R},
a homogeneous subspace of T (V )[t] of degree 2. The specializations of
T (V )[t]/P [t] to t = 0 and to t = 1 are isomorphic to A and to A′, re-
spectively. The condition that A′ is a PBW deformation of A implies that
T (V )[t]/P [t] is a graded deformation of A over k[t].

Braverman and Gaitsgory gave necessary and sufficient conditions for
A′ = T (V )/(P ) to be a PBW deformation of A. The following theorem is
essentially a combination of [33, Lemma 0.4, Theorem 0.5, and Lemma 3.3].

Theorem 5.5.4. Let A = T (V )/(R) be a Koszul algebra as defined in Sec-
tion 3.4, and let P be as in (5.5.1). The algebra A′ = T (V )/(P ) is a PBW
deformation of A if and only if the following conditions hold:

(i) P ∩ F1(T (V )) = {0},
(ii) Im(α⊗ 1− 1⊗ α) ⊆ R,

(iii) α(α⊗ 1− 1⊗ α) = −(β ⊗ 1− 1⊗ β),

(iv) β(α⊗ 1− 1⊗ α) = 0,

where the maps α⊗ 1− 1⊗α and β ⊗ 1− 1⊗ β are defined on the subspace
(R⊗ V ) ∩ (V ⊗R) of T (V ).

Proof. Assume that A′ is a PBW deformation of A. Then necessarily con-
dition (i) holds, in order that the subspace k⊕V of T (V )/(R) maps isomor-
phically onto a copy of itself in grA′ under the map (5.5.2). We will show
that the other three conditions also hold. These can be interpreted in terms
of the Hochschild cohomology HH∗(A) as follows.

Let K = K(A) be the Koszul resolution (3.4.4) of A and let ι : K ↪→ B
be its inclusion into the bar resolution B = B(A) of A, as described in
Section 3.4. Let ψ : B → K be a chain map lifting the identity map on A.
Note that ψ may be chosen so that ψι = 1K (the identity map on K) since
ιj(Kj) is a direct summand of Bj as an Ae-module for each j (a free basis
of a complementary module is given by all 1 ⊗ x ⊗ 1, where x runs over a
vector space basis of a vector space complement to K ′

j = K ′
j(A) in A⊗j).

(See also [39].)

Now α and β are functions on R, and the degree 2 term of the Koszul
resolution is K2 = A ⊗ R ⊗ A. We identify α and β with functions on K2

by setting α(1 ⊗ x ⊗ 1) = α(x) and β(1 ⊗ x ⊗ 1) = β(x) for all x ∈ R and
extending to A-bimodule homomorphisms. Set

μ1 = αψ2, μ2 = βψ2
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to obtain maps in HomAe(A⊗4, A) ∼= Homk(A
⊗2, A).

If A′ is a PBW deformation of A, then

T (V )[t]/(P [t], t2) = T (V )[t]/(x− α(x)t, t2 | x ∈ R)

corresponds to an infinitesimal deformation of A. Considering the elements
of (R ⊗ V ) ∩ (V ⊗ R), associativity implies condition (ii). Further, the
quotient T (V )[t]/(P [t], t3) is a second-level graded deformation of A, which
implies that

μ1(μ1 ⊗ 1− 1⊗ μ1) = d∗3(μ2),

considered as functions on A⊗A⊗A. Applying both sides of this equation
to (R ⊗ V ) ∩ (V ⊗ R), since ψι is the identity map, this is equivalent to
condition (iii). Similarly, there is a μ3 such that

μ1(μ2 ⊗ 1− 1⊗ μ2) + μ2(μ1 ⊗ 1− 1⊗ μ1) = d∗3(μ3).

Applying both sides of this equation to elements of (R ⊗ V ) ∩ (V ⊗ R),
for degree reasons (since |μ3| = −3, |μ2| = −2, |μ1| = −1), the terms
μ1(μ2 ⊗ 1 − 1 ⊗ μ2) have image zero, and we obtain β(α ⊗ 1 − 1 ⊗ α) = 0,
which is condition (iv).

Conversely, suppose conditions (i)–(iv) hold. Then μ1ι2 = α since ψ2ι2 =
1K2 . It follows that μ1 is a Hochschild 2-cocycle on the bar resolution, and
so defines an infinitesimal deformation of A. Similarly μ2ι2 = β. We modify
μ2 so that it satisfies condition (5.1.8) with i = 2 as a function on the bar
resolution. Let

γ = −μ2d3 + μ1(μ1 ⊗ 1− 1⊗ μ1).

Then γι3 = −βd3 + α(α ⊗ 1 − 1 ⊗ α) = 0 on K3, which implies γ is a
coboundary on the bar resolution, that is, γ = μd3 for some μ. Now

μι2d3 = μd3ι3 = γι3 = 0,

so μι2 is a cocycle on K. Consequently there is a cocycle μ′, of internal
degree −2, on the bar resolution with μ′ι2 = μι2. Then (μ2 − μ+ μ′)ι2 = β
and

(μ2 − μ+ μ′)d3 + μ1(μ1 ⊗ 1− 1⊗ μ1)

is zero on the bar resolution since μ′d3 = 0 and

−(μ2 − μ)d3 = μ1(μ1 ⊗ 1− 1⊗ μ1).

We replace μ2 by μ2 − μ+ μ′.

Now, the map μ1 and the new map μ2 satisfy (5.1.8) with i = 1, i = 2.
Thus there is a second-level graded deformation of A defined by μ1, μ2. By
condition (iv), considering internal degree, the obstruction

μ2(μ1 ⊗ 1− 1⊗ μ1) + μ1(μ2 ⊗ 1− 1⊗ μ2)
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5.5. Braverman-Gaitsgory theory and the PBW Theorem 115

to lifting to a third-level deformation of A becomes 0 as a cochain on K, on
applying ι3. So this is a coboundary on the bar resolution, and there is a μ3

of internal degree −3 satisfying (5.1.8) with i = 3.

Now by Proposition 5.4.1, the obstruction to lifting to a fourth-level
graded deformation lies in HH3,−4(A). However, this is 0: K3 = A⊗K ′

3⊗A
and elements of K ′

3 all have degree 3, so HomAe(K3, A) ∼= Homk(K
′
3, A)

consists of elements of internal degree at least −3. It follows that there is a
μ4 defining a fourth-level deformation. The same argument shows that this
may be lifted to a fifth-level deformation and so on. Letting At denote the
graded deformation obtained in this manner, we see that A′ is isomorphic to
At|t=1: a map of vector spaces from V to At|t=1 induces a map A′ → At|t=1,
which may be seen to be an isomorphism by counting dimensions in each
degree. �

As an application, we obtain the classical Poincaré-Birkhoff-Witt (PBW)
Theorem for Lie algebras next. (Recall the definitions of Lie algebra and
universal enveloping algebra in Section 5.1.) The proof of the next theorem
shows that the universal enveloping algebra U(g) of a Lie algebra g is a
PBW deformation of a polynomial ring. Specifically, the polynomial ring
may be identified as S(g), the symmetric algebra on the underlying vector
space of g, that is,

S(g) = T (g)/(x⊗ y − y ⊗ x | x, y ∈ g).

Theorem 5.5.5 (Poincaré-Birkhoff-Witt Theorem). Let g be a finite-dimen-
sional Lie algebra, and let U(g) be its universal enveloping algebra. The
associated graded algebra of U(g) is isomorphic to S(g).

Proof. Let V = g and A = S(g) = T (V )/(R), where R is the vector
subspace of V ⊗ V spanned by all x⊗ y − y ⊗ x for x, y ∈ g. Let

P = {x⊗ y − y ⊗ x− [x, y] | x, y ∈ g},
so that U(g) = T (g)/(P ) by definition. Set α(x ⊗ y − y ⊗ x) = [x, y] and
β(x⊗ y− y⊗x) = 0. By antisymmetry of the Lie bracket [ , ], condition (i)
of Theorem 5.5.4 holds. A calculation shows that (R⊗V )∩ (V ⊗R) consists
of linear combinations of elements of the form

x⊗ y ⊗ z − y ⊗ x⊗ z + y ⊗ z ⊗ x− z ⊗ y ⊗ x+ z ⊗ x⊗ y − x⊗ z ⊗ y

for x, y, z ∈ g, and that condition (ii) of Theorem 5.5.4 holds. Condition (iii)
is equivalent to the Jacobi identity, and condition (iv) automatically holds
since β is 0. By Theorem 5.5.4, U(g) is a PBW deformation of S(g), and in
particular, grU(g) ∼= S(g). �

For a survey of some of the many generalizations of the classical Poincaré-
Birkhoff-Witt Theorem, as well as other methods of proof, see [195].
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Exercise 5.5.6. Let A = k〈x, y〉/(yx− xy− 1), the Weyl algebra. What is
its associated graded algebra grA? Show that A is a PBW deformation of
grA.

Exercise 5.5.7. Consider U(sl2) as defined in Example 5.1.13. Show di-
rectly that grU(sl2) is isomorphic to a polynomial ring in three indetermi-
nates.

Exercise 5.5.8. Look up Sridharan enveloping algebras (e.g., in [204])
and express them in the notation of this section. That is, each is a PBW
deformation of a polynomial ring. What are α and β as in (5.5.1)?

Exercise 5.5.9. Verify the claims in the proof of Theorem 5.5.5, in particu-
lar that conditions (ii) and (iii) of Theorem 5.5.4 hold under the hypotheses
of Theorem 5.5.5.
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Chapter 6

Gerstenhaber Bracket

In Section 1.4, we introduced the Gerstenhaber bracket on Hochschild coho-
mology under which it becomes a graded Lie algebra. In Chapter 5 we saw
applications of this Lie structure in algebraic deformation theory. In this
chapter we give some equivalent definitions of the bracket, partially paral-
leling Chapter 2 where we saw equivalent definitions of the cup product.
The definition of Gerstenhaber bracket that is most suitable in any given
setting will vary. Some definitions we consider here lead to computational
techniques, and we illustrate with some small examples.

We begin in Section 6.1 with a realization of Hochschild cohomology as
the homology of a complex of coderivations on the tensor coalgebra of A,
related to the bar resolution. The Gerstenhaber bracket is a graded com-
mutator of coderivations [207]. We next derive a formula in Section 6.2 for
brackets of elements in degree 1 with those in arbitrary degree n [212]. The
degree 1 elements are identified with derivations and thus with functions on
the bar resolution, while degree n elements and the bracket formula are given
on an arbitrary resolution. Thus our tour of Gerstenhaber bracket tech-
niques begins to depart from the historical setting of the bar resolution, and
the remainder of this chapter involves techniques for other resolutions and
exact sequences. We present in Section 6.3 the notion of homotopy liftings
that allow Gerstenhaber brackets to be expressed on an arbitrary resolution
as essentially graded commutators [220]. We discuss related computational
techniques in Section 6.4 for resolutions that are differential graded coalge-
bras, and these techniques apply in particular to Koszul algebras [165]. For
a topological approach, we outline in Section 6.5 a construction of brackets
as loops in the classifying space of an extension category [194].

117
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118 6. Gerstenhaber Bracket

Recall the standard sign convention (2.3.1) that we make heavy use of
in this chapter.

6.1. Coderivations

In this section, we present Stasheff’s realization [207] of the Gerstenhaber
bracket on Hochschild cohomology of A as a graded commutator of coderiva-
tions on the tensor coalgebra of A. See also Quillen [180,181] for related
constructions and Schlessinger and Stasheff [191] for the case of Harrison
cohomology. We start by defining the tensor coalgebra.

Let T = T (A) =
⊕

n≥0A
⊗n, where we set A⊗0 = k, considered as a

complex with differential dT given by

dT (a1 ⊗ · · · ⊗ an) =
n−1∑
i=1

(−1)ia1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an

for all a1, . . . , an ∈ A. Then T (A) is a graded vector space with Tn(A) =
A⊗n. Here we will use the notation Homk(T (A), T (A)) for the graded vector
space whose mth component is

Homk(T (A), T (A))m = {f | f(A⊗n) ⊆ A⊗(n+m) for all n}.

Then Homk(T (A), T (A)) is a graded algebra under composition of functions,
and it is a bicomplex whose total complex has differential ∂ given by

(6.1.1) ∂(f) = dT f − (−1)|f |fdT

for all homogeneous functions f (see Section A.5). By abuse of notation, as
is customary, we use the same notation and terminology for the bicomplex
and its total complex, and it will be clear from context which is meant. Note
that |dT | = −1. A calculation shows that

∂(fg) = ∂(f)g + (−1)|f |f∂(g),

where fg denotes composition of these functions. That is, ∂ is a graded
derivation on Homk(T (A), T (A)). Thus Homk(T (A), T (A)) is a differential
graded algebra.

The complex Homk(T (A), T (A)) has another binary operation given by
the graded commutator:

(6.1.2) [f, g] = fg − (−1)|f ||g|gf

for all homogeneous f, g ∈ Homk(T (A), T (A)). By virtue of being a graded
commutator, it enjoys a graded Jacobi identity just as in Lemma 1.4.3(ii).
Calculations show that

∂([f, g]) = [∂(f), g] + (−1)|f |[f, ∂(g)]
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and

(6.1.3) ∂(f) = [dT , f ].

Define a k-linear map ΔT : T (A) → T (A)⊗ T (A) by

ΔT (a1 ⊗ · · · ⊗ an) = 1⊗ (a1 ⊗ · · · ⊗ an) + (a1 ⊗ · · · ⊗ an)⊗ 1

+

n−1∑
i=1

(a1 ⊗ · · · ⊗ ai)⊗ (ai+1 ⊗ · · · ⊗ an)

for all a1, . . . , an ∈ A. Under this map, T (A) is a differential graded
coalgebra, that is, ΔT is a chain map, (ΔT ⊗ 1)ΔT = (1 ⊗ ΔT )ΔT , and
(ε⊗ 1)ΔT = 1 = (1 ⊗ ε)ΔT , where ε : T (A) → k projects onto T (A)0 = k.
Some authors write T c(A) for this differential graded coalgebra in order to
distinguish it from the algebra on the same underlying vector space. Let

Δ
(2)
T : T (A) → T (A)⊗ T (A)⊗ T (A) be defined by

Δ
(2)
T = (ΔT ⊗ 1T )ΔT = (1T ⊗ΔT )ΔT .

Definition 6.1.4. A graded coderivation on T (A) is a graded k-linear map
f : T (A) → T (A), of some degree j, for which

ΔT f = (f ⊗ 1T + 1T ⊗ f)ΔT

as functions from T (A) to T (A)⊗T (A). Denote by Coder(T (A)) the vector
space spanned by the graded coderivations on T (A).

A calculation shows that the space Coder(T (A)) is closed under the
graded commutator bracket (6.1.2) by its definition (recalling the sign con-
vention (2.3.1)). Also note that the differential dT is itself a coderivation
since ΔT is a chain map. Coder(T (A)) is thus a subcomplex of the Hom
complex (Homk(T (A), T (A)), ∂) since ∂ = [dT ,−] as noted in (6.1.3).

The following connection with Hochschild cohomology goes back to work
of Stasheff [207] (see also Quillen [180, 181]). Let B = B(A) be the bar
resolution (1.1.4) of A as an Ae-module, so that Bn = A⊗(n+2) for all n ≥ 0.
We take the differential d∗ on Homk(T (A), A) ∼= HomAe(B,A) to be that
induced by the differential d on the bar resolution of A given by equa-
tion (1.1.2), which in turn is related to the differential dT on T (A):

d∗(f)(a1 ⊗ · · · ⊗ am)

= a1f(a2 ⊗ · · · ⊗ am) + fdT (a1 ⊗ · · · ⊗ am) + (−1)mf(a1 ⊗ · · · ⊗ am−1)am

for all a1, . . . , am ∈ A and f ∈ Homk(A
⊗m, A). Note that the degree of

such a function f is taken to be m − 1 in our context here (not m as in
other contexts). A calculation shows that f may be extended uniquely to a
coderivation Df : T (A) → T (A)[1−m] as follows:

(6.1.5) Df = (1T ⊗ f ⊗ 1T )Δ
(2)
T ,
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where if l < m, we interpret Df to be 0 on A⊗l. On elements then, applying
the sign convention (2.3.1), we have
(6.1.6)
Df (a1 ⊗ · · · ⊗ al)

=
l−m+1∑
i=1

(−1)ua1 ⊗ · · · ⊗ ai−1 ⊗ f(ai ⊗ · · · ⊗ ai+m−1)⊗ ai+m ⊗ · · · ⊗ al

for all a1, . . . , al ∈ A, where u = (m−1)(i−1). (Existence and uniqueness of
Df is due to the corresponding truncated complex being cofree in a certain
category of coalgebras; see, for example, [153, Section II.3.7].)

Next we show that the complex of coderivations is isomorphic to the bar
complex Homk(T (A), A) ∼= HomAe(B,A) from which Hochschild cohomol-
ogy is obtained.

Theorem 6.1.7. The complex (Coder(T (A)), ∂) is a subcomplex of the com-
plex (Homk(T (A), T (A)), ∂) that is isomorphic, as a differential graded vec-
tor space, to (Homk(T (A), A), d

∗).

Proof. We have already seen that the space Coder(T (A)) is a subcomplex
of (Homk(T (A), T (A)), ∂), since the differential dT is a coderivation, ∂ =
[dT ,−], and Coder(T (A)) is closed under bracket. Given an element f of
Homk(T (A), A), it extends uniquely to a coderivation Df from T (A) to
T (A) given by (6.1.5). On the other hand, given a coderivation from T (A)
to T (A), its composition with projection onto T1(A) = A is an element of
Homk(T (A), A). A calculation shows that the differential ∂ on Coder(T (A))
corresponds to d∗ on Homk(T (A), A). �

As a consequence of the theorem, Hochschild cohomology HH∗(A) is the
cohomology of the complex (Coder(T (A)), ∂). We may realize the Gersten-
haber bracket in a natural way on Coder(T (A)) as follows. Recall the degree
shift by 1 here in making comparisons to earlier sections.

Theorem 6.1.8. The bracket (6.1.2) induces the Gerstenhaber bracket of
Definition 1.4.1 on Hochschild cohomology HH∗(A) under the isomorphism
of complexes given in Theorem 6.1.7.

Proof. The isomorphism of Theorem 6.1.7 sends cochains f, g on the bar
resolution B = B(A) to their corresponding coderivations Df , Dg on T (A)
given by formula (6.1.6). We claim that the formula (6.1.2) applied to
Df , Dg coincides with Definition 1.4.1 of Gerstenhaber bracket. To see this,

note that projecting values of [Df , Dg] = DfDg − (−1)|Df ||Dg|DgDf onto
T1(A) = A yields the formula

(6.1.9) fDg − (−1)|Df ||Dg |gDf
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for their bracket as an element of Homk(T (A), A). If f ∈ Homk(A
⊗m, A)

and g ∈ Homk(A
⊗n, A), then |Df | = m− 1 and |Dg| = n− 1. Applying the

formula (6.1.6) for Df and Dg in terms of f and g, and comparing to the
formula for the Gerstenhaber bracket in Definition 1.4.1, we see that they
are the same. �

Exercise 6.1.10. Verify that ΔT is a chain map.

Exercise 6.1.11. Verify that Coder(T (A)) is closed under the graded com-
mutator bracket (6.1.2).

Exercise 6.1.12. Verify that the differential dT is a coderivation.

Exercise 6.1.13. Verify that the differential ∂ is a graded derivation with
respect to the graded commutator (6.1.2).

Exercise 6.1.14. Verify that (6.1.5) (equivalently, (6.1.6)) defines a coderi-
vation on T (A).

6.2. Derivation operators

In this section, we present Suárez-Álvarez’ methods [212] for computing
Gerstenhaber brackets with elements of homological degree 1 on an arbitrary
resolution. These methods may be used for example to find the Lie structure
on degree 1 Hochschild cohomology HH1(A) and the structure of its module

HH∗(A). Suárez-Álvarez worked in a broader context of derivation operators
and actions on Ext. Here we consider only that part of his theory that is
directly relevant to the Gerstenhaber bracket on HH∗(A), and refer to [212]
for more general results.

Let P
μP−→ A be a projective resolution of the Ae-module A with differ-

ential d. Let f : A → A be a derivation, so that it represents an element of
HH1(A), as explained in Section 1.2. Let f e : Ae → Ae be defined by

(6.2.1) f e = f ⊗ 1 + 1⊗ f,

and note that f e is a derivation on Ae. Functions satisfying equation (6.2.3)
below are termed derivation operators (or more specifically f e-operators).
More generally, the notion of a δ-operator, for any derivation δ on an algebra,
is defined in [212].

The following lemma is related to work of Gopalakrishnan and Sridha-
ran [95].

Lemma 6.2.2. Let f : A → A be a derivation. There is a k-linear chain
map f̃ � : P � → P � lifting f with the property that for each n,

(6.2.3) f̃n((a⊗ b) · x) = f(a)xb+ af̃n(x)b+ axf(b)
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for all a, b ∈ A and x ∈ Pn. Moreover, f̃ � is unique up to Ae-module chain
homotopy.

Proof. We wish to define each f̃i so that it satisfies equation (6.2.3), and
so that the following diagram commutes:

· · · d2
�� P1

d1
��

f̃1
��

P0
μP

��

f̃0
��

A ��

f
��

0

· · · d2
�� P1

d1
�� P0

μP
�� A �� 0

If P0 is free as an Ae-module, choose a free basis {xj | j ∈ J}, where J
is some indexing set. Since μP is surjective, for each j ∈ J , there exists a
yj ∈ P0 such that μP (yj) = f(μP (xj)). Set f̃0(xj) = yj . Extend to P0 by
requiring

f̃0((a⊗ b) · xj) = f(a)xjb+ ayjb+ axjf(b)

for all a, b ∈ A and j ∈ J . Note the rightmost square in the diagram indeed
commutes since f is a derivation and the action of Ae on A is by left and
right multiplication. If P0 is not free, we may realize it as a direct summand
of a free module and argue similarly.

Now f̃0d1 has image contained in the image of d1, since μP f̃0d1 =
fμPd1 = 0. We may apply the same argument as above to define f̃1, and so
on. Thus we have a k-linear chain map f̃ � satisfying (6.2.3).

If f̃ � and f̃ ′
� are two such k-linear chain maps, then f̃ �− f̃ ′

� is a chain map

lifting the zero map from A to A. Since each of f̃ �, f̃ ′
� satisfies (6.2.3), their

difference f̃ �− f̃ ′
� is Ae-linear, and so it is Ae-chain homotopic to 0. �

A standard example is given by functions on the bar resolution, as we
explain next.

Example 6.2.4. Let B be the bar resolution on A, and let f : A → A be a
derivation. For each i, let

f̃i(a0 ⊗ · · · ⊗ ai+1) =
i+1∑
j=0

a0 ⊗ · · · ⊗ aj−1 ⊗ f(aj)⊗ aj+1 ⊗ · · · ⊗ ai+1

for all a0, . . . , ai+1 ∈ A and extend k-linearly. Then f̃ � : B → B is a
derivation operator, that is, it satisfies equation (6.2.3).

The following theorem is due to Suárez-Álvarez [212]. For Hochschild
cocycles defined on a resolution P other than the bar resolution B, their
Gerstenhaber bracket is defined as a function on P via chain maps between
P and B. (See Exercise 6.2.11.) This is the definition of Gerstenhaber
bracket used in the theorem.
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Theorem 6.2.5. Let f : A → A be a derivation. Let P be a projective
resolution of A as an Ae-module. Let g ∈ HomAe(Pn, A) be a cocycle, and

let f̃n : Pn → Pn be a map satisfying (6.2.3). The Gerstenhaber bracket of
f and g is represented by

(6.2.6) [f, g] = fg − gf̃n

as a cocycle on Pn.

Proof. First suppose that P is the bar resolution B = B(A). Let f̃n be
chosen as in Example 6.2.4. Then formula (6.2.6) agrees with the historical
formula of Definition 1.4.1 for the Gerstenhaber bracket, since f is a 1-
cocycle. Also, since gd = 0 and f̃ � is unique up to chain homotopy as
stated in Lemma 6.2.2, the element of Hochschild cohomology given by
formula (6.2.6) does not depend on the choice of f̃ �.

If P is not the bar resolution, let θ : B → P and ι : P → B be
comparison maps, that is, chain maps lifting the identity map on A. Identify
the derivation f with a cocycle on B as described in Section 1.2. The
Gerstenhaber bracket of f and g is by definition [f, gθ]ι, where [f, gθ] denotes

the Gerstenhaber bracket defined as usual onB (see Exercise 6.2.11). Let f̃ ′
� :

B → B be a k-linear chain map satisfying (6.2.3) on B. A calculation shows

that for each i, the function θf̃ ′
i−f̃iθ is in fact an Ae-module homomorphism.

Since θf̃ ′
�−f̃ �θ lifts the zero map from A to A, it must be Ae-chain homotopic

to 0. By our arguments in the first paragraph above, [f, gθ] = fgθ − gθf̃ ′
n

represents the Gerstenhaber bracket of f and gθ at the chain level on B.
Using the notation ∼ to indicate that cocycles are cohomologous, on P we
have

[f, gθ]ι ∼ fgθι− gθf̃ ′
nι ∼ fgθι− gf̃nθι ∼ fg − gf̃n,

since θι is chain homotopic to the identity map and gd = 0. �

The above proof of Theorem 6.2.5 via Lemma 6.2.2 is constructive, giving
rise to a method for computing Gerstenhaber brackets with 1-cocycles. We
illustrate this derivation operator method next with a small example. Other
examples are in the literature; e.g., [147,159]. Used in combination with
the relation given in Lemma 1.4.7 between cup product and Gerstenhaber
bracket, the derivation operator method sometimes suffices to compute the
full Gerstenhaber algebra structure on Hochschild cohomology.

Example 6.2.7. Let A = k[x, y]. We will find a general formula for the
Gerstenhaber bracket of a 1-cocycle with a 2-cocycle on the Koszul resolution
P given by (3.1.4), using formula (6.2.6). Other brackets may be found
similarly. Let f = xiyj ∂

∂x , a derivation on A. Let g = qx∗ ∧ y∗ for some

Author's preliminary version made available with permission of the publisher, the American Mathematical Society



124 6. Gerstenhaber Bracket

q ∈ A. We first find functions f̃0, f̃1, f̃2 as in Lemma 6.2.2:

f̃0(a⊗ b) = f(a)⊗ b+ a⊗ f(b),

f̃1(a⊗ x⊗ b) = f(a)⊗ x⊗ b+

j∑
l=1

axiyj−l ⊗ y ⊗ yl−1b

+

i∑
l=1

axi−l ⊗ x⊗ xl−1yjb+ a⊗ x⊗ f(b),

f̃1(a⊗ y ⊗ b) = f(a)⊗ y ⊗ b+ a⊗ y ⊗ f(b),

f̃2(a⊗ x ∧ y ⊗ b) = f(a)⊗ x ∧ y ⊗ b+

i∑
l=1

axi−l ⊗ x ∧ y ⊗ xl−1yjb

+a⊗ x ∧ y ⊗ f(b)

for all a, b ∈ A. By Theorem 6.2.5, setting p = xiyj,

[f, g](x ∧ y) = (fg − gf̃2)(x ∧ y)

= f(q)− g

(
i∑

l=1

xi−l ⊗ x ∧ y ⊗ xl−1yj

)

= p
∂

∂x
(q)− q

∂

∂x
(p).

So [f, g] = (p ∂
∂x(q)− q ∂

∂x(p))x
∗ ∧ y∗.

Exercise 6.2.8. Verify that f e, defined by (6.2.1), is a derivation on Ae.

Exercise 6.2.9. Verify that f̃ � as defined in Example 6.2.4 is indeed a k-
linear chain map on the bar resolution B = B(A) and that it satisfies (6.2.3).

Exercise 6.2.10. Verify the claim in the first sentence of the proof of The-
orem 6.2.5, that is, formula (6.2.6) agrees with the historical definition of
Gerstenhaber bracket as defined on the bar resolution.

Exercise 6.2.11. Let P be a projective resolution of A as an Ae-module,
and let B be the bar resolution of A. Let θ : B → P and ι : P → B
be comparison maps. Define a bilinear operation [ , ] on HomAe(P �, A)
as follows. Let f ∈ HomAe(Pm, A) and g ∈ HomAe(Pn, A). Let [f, g] =
[fθ, gθ]ι, where the bracket on the right side is the Gerstenhaber bracket
of Definition 1.4.1. Show that this induces a well-defined operation [ , ]
on Hochschild cohomology that agrees with the Gerstenhaber bracket under
the isomorphism induced by the chain maps θ, ι.

Exercise 6.2.12. Let A = k[x, y], notation as in Example 6.2.7. Find
[xiyj ∂

∂x , qx
∗] and [xiyj ∂

∂x , qy
∗]. What more must be computed to obtain all

possible Gerstenhaber brackets among elements of HH∗(A)?
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6.3. Homotopy liftings

In this section we present Volkov’s approach to brackets on Hochschild co-
homology expressed directly on an arbitrary resolution, and explain how
results of Sections 6.1 and 6.2 fit with this approach. More details and
applications may be found in [220].

Let P
μP−→ A be a projective resolution of A as an Ae-module with

differential d. We work with the Hom complex HomAe(P, P ) in which the
differential d is given by

d(f) = df − (−1)mfd

for all Ae-maps f : P → P [−m]. (See Section A.1 for the degree shift no-
tation P [−m] and Section A.5 for the Hom complex.) The Hom complex
is quasi-isomorphic to HomAe(P,A) via the augmentation μP . We use the
notation ∼ in this section to indicate that two functions are cohomologous
in HomAe(P, P ). Equivalently, they are cohomologous in HomAe(P,A) af-
ter application of μP , since μP induces a quasi-isomorphism between the
complexes HomAe(P, P ) and HomAe(P,A).

Let f ∈ HomAe(Pm, A) and g ∈ HomAe(Pn, A) be cocycles, that is,
fd = 0 and gd = 0. Inspired by the expression (6.1.9) for the Gersten-
haber bracket obtained in Stasheff’s coderivation theory, we aim to express
the Gerstenhaber bracket [f, g] analogously as a function on P similar to
a graded commutator with respect to function composition. We will de-
fine functions ψf : P → P [1 − m] and ψg : P → P [1 − n] for which the
Gerstenhaber bracket is represented at the chain level by

(6.3.1) [f, g] = fψg − (−1)(m−1)(n−1)gψf .

We caution that we have chosen different sign conventions and notation from
that of Volkov [220].

We will impose a condition on the functions ψf , ψg analogous to a prop-
erty of the circle product stated in Lemma 1.4.5(i). For an m-cocycle f and
an n-cocycle g on the bar resolution, this is:

(6.3.2) (−1)m(g ◦ f)d = (−1)mnf � g − g � f.

We wish to define an analog of the circle product, as a function on an
arbitrary resolution, that has such a relationship to the cup product. With
this in mind, let ΔP : P → P⊗AP be a diagonal map, that is, an Ae-module
chain map lifting the canonical isomorphism A → A ⊗A A of Ae-modules.
The cup product f � g may be represented by the function (f ⊗ g)ΔP

as in formula (2.3.2), where we have suppressed the subscript A on the
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tensor product symbol between functions since the subscript is clear from
the domain P ⊗A P . Accordingly, we require ψf to satisfy the following
equation analogous to (6.3.2) for all cocycles g in HomAe(Pn, A):

(6.3.3) (−1)mgψfd = ((−1)mnf ⊗ g − g ⊗ f)ΔP .

We impose these two conditions (6.3.1) and (6.3.3) on functions ψf , ψg, and
derive from these some further conditions, leading to Definition 6.3.6 below
of homotopy lifting. We will show in Theorem 6.3.11 that the conditions
are sufficient to define the Gerstenhaber bracket as (6.3.1), justifying this
approach.

We consider the second imposed condition (6.3.3) first. Fixing f , since
gd = 0 and |ψf | = m− 1, the condition is (recalling the Koszul sign conven-
tion (2.3.1)):

gd(ψf ) = (−1)mgψfd = ((−1)mnf ⊗ g− g⊗ f)ΔP = g(f ⊗ 1P − 1P ⊗ f)ΔP

for all n ≥ 0 and all n-cocycles g. This will hold if

(6.3.4) d(ψf ) = (f ⊗ 1P − 1P ⊗ f)ΔP .

We consider the first imposed condition (6.3.1) in the case that g is the
0-cocycle μP , rewriting it as follows. Let B denote the bar resolution on A,
and let θ : B → P and ι : P → B be comparison maps. Then fθ is a cocycle
on B, and so the Gerstenhaber bracket [fθ, μB] becomes 0 in cohomology
by Lemma 1.4.5(ii) since μB is simply the multiplication map π on A. Using
the historical definition of Gerstenhaber bracket and the comparison maps
ι, θ to translate to cocycles on P , the Gerstenhaber bracket of f and μP is

[f, μP ] = [fθ, μP θ]ι = [fθ, μB]ι ∼ 0.

So, if [f, μP ] may be expressed as in equation (6.3.1), then setting ψ = ψμP ,
we have

(6.3.5) fψ + (−1)mμPψf ∼ 0.

Note that by its definition, the function fψ + (−1)mμPψf takes Pm−1 to A
and condition (6.3.5) is simply requiring ψf to take values in P0 consistent
with values of fψ.

In fact these two conditions (6.3.4) and (6.3.5) are sufficient to define
the bracket via formula (6.3.1), as we will see in Theorem 6.3.11. Next we
will give a name to functions ψf having these properties, as in [220].

Definition 6.3.6. Let P be a projective resolution of A as an Ae-module,
let ΔP : P → P ⊗A P be a diagonal map, and let f ∈ HomAe(Pm, A) be a
cocycle. An Ae-module homomorphism ψf : P → P [1 −m] is a homotopy
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lifting of f with respect to ΔP if

d(ψf ) = (f ⊗ 1P − 1P ⊗ f)ΔP and

μPψf ∼ (−1)m−1fψ

for some ψ : P → P [1] for which d(ψ) = (μP ⊗ 1P − 1P ⊗ μP )ΔP .

We will often use the term homotopy lifting of f without explicit refer-
ence to ΔP if it is clear from the context which map ΔP is intended, or in
situations where the choice of ΔP does not matter. We caution again that
our homotopy lifting differs from that of Volkov [220] by signs.

It may be checked directly that if ψf , ψg are homotopy liftings for co-
cycles f, g with respect to ΔP , then [f, g] as defined in (6.3.1) is a cocycle.
We check that if either f or g is a coboundary, then so is [f, g] as defined
in (6.3.1): if f = hd for some cochain h, set

(6.3.7) ψf = (−1)m(h⊗ 1P − 1P ⊗ h)ΔP .

A calculation shows that ψf is a homotopy lifting for f . With this choice,

fψg ∼ (−1)(m−1)(n−1)gψf , and so [f, g] is a coboundary.

Example 6.3.8. Let P = B, the bar resolution of A, and let ΔB be the
standard diagonal map on B given by formula (2.3.3) (note this corresponds
to the map ΔT of Section 6.1 by writing B = A⊗T (A)⊗A and extending ΔT

to an Ae-module homomorphism). Then (μB⊗1B−1B⊗μB)ΔB = 0, and we
may let ψ = 0 in Definition 6.3.6. Let f ∈ HomAe(Bm, A) be a cocycle. We
may assume without loss of generality that f(a0⊗· · ·⊗am+1) is 0 whenever
at least one of a1, . . . , am is in the field k, since f is cohomologous to such
a function (as may be seen by mapping to the reduced bar resolution). Let

ψf (a0 ⊗ · · · ⊗ al+1)

=
l−m+1∑
i=1

(−1)ua0 ⊗ · · · ⊗ ai−1 ⊗ f(ai ⊗ · · · ⊗ ai+m−1)⊗ ai+m ⊗ · · · ⊗ al+1,

where u = (m− 1)(i− 1), for all l ≥ m and a0, . . . , al+1 ∈ A, and take ψf to
be the zero map on Bl for l ≤ m−1. Then ψf is a homotopy lifting of f with
respect to ΔB. A calculation shows that with this choice of ψf and a similar
choice of ψg, the bracket [f, g] as given by formula (6.3.1) is precisely the
Gerstenhaber bracket as defined on the bar resolution in Definition 1.4.1.

We may view ψf defined by the formula in the example as a coderivation
on B, or restrict to T (A) ∼= k⊗ T (A)⊗ k ↪→ A⊗ T (A)⊗A = B to obtain a
coderivation ψf |T (A) on T (A) as in Definition 6.1.4; see also formula (6.1.6).
If f is a 1-cocycle, then ψf |T (A), viewed another way, may be extended
to a derivation operator in the sense of Lemma 6.2.2 (see Example 6.2.4).
Thus homotopy liftings encompass these two views—coderivations on the
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tensor coalgebra and derivation operators on the bar resolution—that were
introduced in Sections 6.1 and 6.2.

We next state a needed existence and uniqueness result for homotopy
liftings.

Lemma 6.3.9. Let f ∈ HomAe(Pm, A) be a cocycle, and let ΔP : P →
P ⊗A P be a diagonal map. There is a homotopy lifting ψf : P → P [1−m]
of f with respect to ΔP . Moreover, it is unique up to chain homotopy.

Proof. First we show existence of a homotopy lifting ψ of μP with respect
to ΔP . Consider the function (μP ⊗ 1P − 1P ⊗ μP )ΔP in the Hom complex
HomAe(P, P ). Apply the quasi-isomorphism μP to HomAe(P,A). Note that
μP (μP ⊗ 1P − 1P ⊗ μP ) = μP ⊗ μP − μP ⊗ μP = 0, and so under the
quasi-isomorphism from HomAe(P ⊗A P, P ) to HomAe(P ⊗A P,A), the map
μP ⊗ 1P − 1P ⊗ μP becomes 0. Further, a calculation shows that

d(μP ⊗ 1P − 1P ⊗ μP ) = 0,

and therefore μP ⊗ 1P − 1P ⊗ μP is a boundary in HomAe(P ⊗A P, P ).
Precomposing with the chain map ΔP , we see that (μP ⊗1P −1P ⊗μP )ΔP =
d(ψ) for some ψ : P → P [1], as claimed.

Next we show existence of functions ψf satisfying the conditions (6.3.4)
and (6.3.5). Now (f ⊗ 1P − 1P ⊗ f)ΔP is a chain map from P to P [−m]
since fd = 0. Applying μP , since |μP | = 0, we have

μP (f ⊗ 1P − 1P ⊗ f)ΔP = f(1P ⊗ μP − μP ⊗ 1P )ΔP

= −fd(ψ) = −fψd,

that is, applying the quasi-isomorphism from HomAe(P, P ) to HomAe(P,A)
given by μP , we find that μP (f ⊗ 1P − 1P ⊗ f)ΔP is a coboundary. Conse-
quently, in HomAe(P, P ), the function (f⊗1P −1P ⊗f)ΔP is a coboundary,
so that

(f ⊗ 1P − 1P ⊗ f)ΔP = d(ψf )

for some ψf , that is, condition (6.3.4) holds. We will show that some of the
functions ψf satisfying (6.3.4) also satisfy condition (6.3.5). Combining the
above two equations, we now have

μPd(ψf ) = −fψd,

and since d(ψf ) = dψf + (−1)mψfd and μPd = 0, this is equivalent to

((−1)mμPψf + fψ)d = 0.

However, we want (−1)mμPψf + fψ ∼ 0. Set g = (−1)mμPψf + fψ, viewed
as a map from Pm−1 to A. We have seen that g is a cocycle, and thus it
corresponds to a chain map g � from P to P [1−m]. Define ψ′

f = ψf−(−1)mg �.
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Since g � is a chain map, d(ψ′
f ) = d(ψf ), and so ψ′

f also satisfies (6.3.4).
Additionally we now have

(−1)mμpψ
′
f + fψ = (−1)mμPψf + fψ − g = 0,

by definition of g, and so ψ′
f also satisfies (6.3.5). Replacing ψf by ψ′

f , we
have shown that there exists a homotopy lifting of f with respect to ΔP .

Finally, we show uniqueness up to chain homotopy. Let ψf and ψ′
f be

two homotopy liftings of f with respect to ΔP . Then d(ψf − ψ′
f ) = 0

and μP (ψf − ψ′
f ) ∼ 0. Again, μP gives rise to the quasi-isomorphism from

HomAe(P, P ) to HomAe(P,A) and this implies ψf − ψ′
f ∼ 0, as claimed.

Note that this argument does not depend on choice of homotopy ψ for
(μP ⊗ 1P − 1P ⊗ μP )ΔP , again as any two will be homotopic. �

The following theorem and proof are [220, Theorem 4].

Theorem 6.3.10. Let P be a projective resolution of A as an Ae-module
with diagonal map ΔP : P → P ⊗A P . Let f ∈ HomAe(Pm, A) and g ∈
HomAe(Pn, A) be cocycles. The element of Hochschild cohomology HH∗(A)
represented by [f, g] as defined by formula (6.3.1) is independent of choice
of resolution P , of diagonal map ΔP , and of homotopy liftings ψf and ψg.

Proof. We will prove independence of choices in the reverse order from
what is stated. Independence of choice of ψf and ψg is immediate from the
uniqueness of ψf and ψg up to chain homotopy stated in Lemma 6.3.9, since
fd = 0 and gd = 0.

Let ΔP and Δ′
P be two diagonal maps. Then Δ′

P −ΔP = d(u) for some
u : P → (P ⊗A P )[1]. Let ψf and ψg be homotopy liftings of f and g with
respect to ΔP . Let

ψ′
f = ψf + (−1)m(f ⊗ 1P − 1P ⊗ f)u,

and similarly ψ′
g. A calculation shows that ψ′

f and ψ′
g are homotopy liftings

of f and g with respect to Δ′
P , respectively. We find that

fψ′
g − (−1)(m−1)(n−1)gψ′

f

= fψg − (−1)(m−1)(n−1)gψf + (−1)nf(g ⊗ 1P − 1P ⊗ g)u

− (−1)(m−1)(n−1)(−1)mg(f ⊗ 1P − 1P ⊗ f)u

= fψg − (−1)(m−1)(n−1)gψf ,

so these two expressions give the same bracket [f, g] via formula (6.3.1).
Thus the formula is independent of choice of diagonal map.

Let Q
μQ−→ A be another projective resolution of A as an Ae-module, and

let ΔQ : Q → Q ⊗A Q be a diagonal map. Let ι : P → Q and θ : Q → P
be chain maps lifting the identity map on A. Let f ∈ HomAe(Pm, A) and
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g ∈ HomAe(Pn, A) be cocycles on P . Then fθ and gθ are cocycles on Q.
Let ψfθ be a homotopy lifting for fθ with respect to ΔQ. Set ψf = θψfθι.
We first check that ψf is a homotopy lifting for f with respect to ΔP =
(θ ⊗ θ)ΔQι:

d(ψf ) = θd(ψfθ)ι

= θ(fθ ⊗ 1Q − 1Q ⊗ fθ)ΔQι

= (f ⊗ 1P − 1P ⊗ f)(θ ⊗ θ)ΔQι

= (f ⊗ 1P − 1P ⊗ f)ΔP ,

so ψf satisfies equation (6.3.4).

Set ψP = θψQι, where ψQ satisfies d(ψQ) = (μQ ⊗ 1Q − 1Q ⊗ μQ)ΔQ as
well as (−1)mμQψfθ + fθψQ ∼ 0. Then

d(ψP ) = θd(ψQ)ι = θ(μQ ⊗ 1Q − 1Q ⊗ μQ)ΔQι

= (μP ⊗ 1P − 1P ⊗ μP )(θ ⊗ θ)ΔQι

= (μP ⊗ 1P − 1P ⊗ μP )ΔP ,

since θμQ = μP θ. It follows, since (−1)mμQψfθ + fθψQ ∼ 0, that by the
definitions of ψf and of ψP above,

(−1)mμPψf + fψP = (−1)mμQψfθι+ fθψQι

= ((−1)mμQψfθ + fθψQ)ι ∼ 0,

that is, ψf satisfies (6.3.5). Therefore ψf is a homotopy lifting of f with
respect to ΔP , and we may similarly define a homotopy lifting of g.

Finally, formula (6.3.1) applied to f, g on P yields

[f, g] = fθψgθι− (−1)(m−1)(n−1)gθψfθι

= [fθ, gθ]ι,

so the chain map ι takes [fθ, gθ] to [f, g]. Thus the bracket does not depend
on choice of resolution. �

As a consequence of Theorem 6.3.10, the bracket given by formula (6.3.1)
agrees with the Gerstenhaber bracket of Definition 1.4.1 on Hochschild co-
homology.

Theorem 6.3.11. Let P be a projective resolution of A as an Ae-module.
Let f ∈ HomAe(Pm, A) and g ∈ HomAe(Pn, A) be cocycles on P , and let ψf

and ψg be homotopy liftings of f and g, as in Definition 6.3.6. The bracket
given at the chain level by

[f, g] = fψg − (−1)(m−1)(n−1)gψf

induces the Gerstenhaber bracket on Hochschild cohomology HH∗(A).
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Proof. In Example 6.3.8, we saw that taking P to be the bar resolution
recovers the Gerstenhaber bracket of Definition 1.4.1 from formula (6.3.1).
By Theorem 6.3.10, it is independent of choices. �

Remark 6.3.12. In practice, often (μP ⊗ 1P )ΔP = 1P = (1P ⊗ μP )ΔP , in
which case Definition 6.3.6 of homotopy lifting can be simplified by taking
ψ = 0. See Example 6.3.8, the next Section 6.4, and [220, Remark 1].

Exercise 6.3.13. Let ψf , ψg be homotopy liftings of f, g as in Defini-
tion 6.3.6.

(a) Check directly that [f, g] as defined in (6.3.1) is a cocycle.

(b) Check directly that if either f or g is a coboundary, then so is
[f, g] as defined in (6.3.1). (See (6.3.7) for a homotopy lifting of a
coboundary and verify first that it is indeed a homotopy lifting.)

Exercise 6.3.14. Verify that in the context of Example 6.3.8, the formula
for ψf indeed yields the classical Gerstenhaber bracket as defined on the bar
resolution in Definition 1.4.1.

6.4. Differential graded coalgebras

Some of the results of the previous sections lead to effective computational
techniques for the Lie structure on Hochschild cohomology. In particular,
we explain in this section some settings in which the theory of homotopy
liftings can be simplified for computational purposes. Formula (6.4.2) below
gives homotopy liftings for all cocycles f in terms of a diagonal map ΔP and
an additional function φP under some conditions that we discuss next.

Let φP : P ⊗A P → P [1] be a homotopy for μP ⊗ 1P − 1P ⊗μP . That is,

(6.4.1) d(φP ) = μP ⊗ 1P − 1P ⊗ μP .

To see that such a homotopy exists, consider the quasi-isomorphism μP from
HomAe(P ⊗A P, P ) to HomAe(P ⊗A P,A), which takes μP ⊗ 1P − 1P ⊗ μP

to 0. Since μP is a chain map, d(μP ⊗ 1P − 1P ⊗μP ) = 0. It follows that in
HomAe(P ⊗A P,A), the map μP ⊗ 1P − 1P ⊗ μP is a cocycle that becomes
0 (which is a coboundary) after applying the quasi-isomorphism μP , so it
must be a coboundary in HomAe(P ⊗A P,A).

Let

Δ
(2)
P = (ΔP ⊗ 1P )ΔP .

Note that in general this may not be the same as (1P ⊗ ΔP )ΔP . Let f ∈
HomAe(Pm, A) with fd = 0, and let ψf : P → P [1−m] be defined by

(6.4.2) ψf = φP (1P ⊗ f ⊗ 1P )Δ
(2)
P .
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Here the map 1P ⊗ f ⊗ 1P is considered to be a map from P ⊗A P ⊗A P to
P ⊗AP (upon applying the canonical isomorphism P ⊗AA⊗AP ∼= P ⊗AP ).
We will see next that under some conditions, ψf is a homotopy lifting of f
with respect to ΔP as in Definition 6.3.6. In this case, homotopy liftings ψf

for all cocycles f may be found in terms of these two maps ΔP and φP via
formula (6.4.2).

Example 6.4.3. Consider the bar resolution B = B(A) of A. We may
identify Bi ⊗A Bj with A⊗A⊗i ⊗A⊗A⊗j ⊗A under the isomorphism

(A⊗A⊗i ⊗A)⊗A (A⊗A⊗j ⊗A)
∼−→ A⊗A⊗i ⊗A⊗A⊗j ⊗A

(a0 ⊗ · · · ⊗ ai+1)⊗A (a′0 ⊗ · · · ⊗ a′j+1) �→
a0 ⊗ (a1 ⊗ · · · ⊗ ai)⊗ (ai+1a

′
0)⊗ (a′1 ⊗ · · · ⊗ a′j)⊗ a′j+1

for all a0, . . . , ai+1, a
′
0, . . . , a

′
j+1 ∈ A. Define φB : B ⊗A B → B[1] by

φB(a0 ⊗ (a1 ⊗ · · · ⊗ ai)⊗ (ai+1)⊗ (ai+2 ⊗ · · · ⊗ ai+j+1)⊗ ai+j+2)

= (−1)ia0 ⊗ · · · ⊗ ai+j+2

for all a0, . . . , ai+j+2 ∈ A, that is, up to sign, we have just removed parenthe-
ses. Then ψf defined as in (6.4.2) agrees with that given in Example 6.3.8.

In the rest of this section we prove results under some hypotheses that
will be satisfied for example by Koszul algebras as defined in Section 3.4. A
result of Buchweitz, Green, Snashall, and Solberg [39] for Koszul algebras
guarantees that the standard embedding ι : P → B of the Koszul resolution
P into the bar resolution B of A (see (3.4.4)) is preserved by the diagonal
map in the sense that the diagonal map ΔB of the bar resolution given by
formula (2.3.3) takes ι(P ) to ι(P )⊗A ι(P ). Thus we may define a diagonal
map ΔP on P via this embedding. It follows that ΔP is coassociative, that
is, (ΔP ⊗ 1P )ΔP = (1P ⊗ΔP )ΔP and (μP ⊗ 1P )ΔP = 1P = (1P ⊗ μP )ΔP ,
and we say that P is a counital differential graded coalgebra. In this case,
in Definition 6.3.6 of homotopy lifting of an m-cocycle f on P , we may take
ψ = 0, and so condition (6.3.5) becomes μPψf ∼ 0. We may in fact assume
under these conditions that ψf |Pm−1 = 0. This simplifies the work of finding
homotopy liftings (and it simplifies many of the proofs of the previous section
under these additional hypotheses). In fact formula (6.4.2) always defines a
homotopy lifting in the case that ΔP , μP give P a coalgebra structure, as
we see next.
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Lemma 6.4.4. Let P
μP−→ A be a projective resolution of the Ae-module A

that is a counital differential graded coalgebra. Let f ∈ HomAe(Pm, A) be a
cocycle, and let ψf : P → P [1−m] be defined by formula (6.4.2). Then ψf

is a homotopy lifting of f with respect to ΔP .

Proof. Let φP : P ⊗AP → P [1] be a homotopy for μP ⊗1P −1P ⊗μP , that

is, equation (6.4.1) holds. Set Δ
(2)
P = (ΔP ⊗ 1P )ΔP = (1P ⊗ΔP )ΔP . Since

Δ
(2)
P and 1P ⊗ f ⊗ 1P are chain maps,

d(ψf ) = d(φP )(1P ⊗ f ⊗ 1P )Δ
(2)
P

= (μP ⊗ 1P − 1P ⊗ μP )(1P ⊗ f ⊗ 1P )Δ
(2)
P

= (μP ⊗ f ⊗ 1P − 1P ⊗ f ⊗ μP )Δ
(2)
P

= ((f ⊗ 1P )(μP ⊗ 1P ⊗ 1P )− (1P ⊗ f)(1P ⊗ 1P ⊗ μP ))Δ
(2)
P

= (f ⊗ 1P − 1P ⊗ f)ΔP .

Note that ψf |Pm−1 = 0 by its definition, and as explained above, we may
take ψ = 0 in Definition 6.3.6. Therefore ψf is a homotopy lifting of f . �

The following theorem is a reworked version of [165, Theorem 3.2.5],
which has stronger hypotheses, and of [165, Lemma 3.4.1], which has some-
what different hypotheses.

Theorem 6.4.5. Let P
μP−→ A be a projective resolution of the Ae-module A

that is a counital differential graded coalgebra. Let f ∈ HomAe(Pm, A) and
g ∈ HomAe(Pn, A) be cocycles. Define ψf by formula (6.4.2), and similarly
ψg. Then

[f, g] = fψg − (−1)(m−1)(n−1)gψf

represents the Gerstenhaber bracket of f and g on Hochschild cohomology.

Proof. This follows immediately from Lemma 6.4.4 and Theorem 6.3.11.
�

Remark 6.4.6. If the hypotheses of the theorem do not hold, a homotopy
φP for μP⊗1P−1P⊗μP may still be used to define the Gerstenhaber bracket
in a similar way, with the addition of some error terms. See [220, Corollary 5
and Remark 1] in which the Gerstenhaber bracket is given generally as
(6.4.7)

[f, g] = −fφP (g ⊗ 1P ⊗ 1P − 1P ⊗ g ⊗ 1P + 1P ⊗ 1P ⊗ g)Δ
(2)
P

+ (−1)(m−1)(n−1)gφP (f ⊗ 1P ⊗ 1P − 1P ⊗ f ⊗ 1P + 1P ⊗ 1P ⊗ f)Δ
(2)
P .
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We caution that the function

−φP (f ⊗ 1P ⊗ 1P − 1P ⊗ f ⊗ 1P + 1P ⊗ 1P ⊗ f)Δ
(2)
P

is not necessarily a homotopy lifting of f ; the formula (6.4.7) instead results
from a more complicated homotopy lifting as explained in the proof of [220,
Corollary 5].

In the remainder of this section, we apply Theorem 6.4.5 to an example,
a polynomial ring in two indeterminates. The case of n indeterminates is
similar, if more notationally unwieldy, and is handled in [165, Section 4],
showing that formula (6.3.1) indeed yields the familiar Gerstenhaber bracket
on Hochschild cohomology of a polynomial ring. In other settings the first
computation of Gerstenhaber brackets, or of a related Batalin-Vilkovisky
structure, used these techniques (see, e.g., [101,102,166,220]).

Example 6.4.8. Let A = k[x, y], and let P be its Koszul resolution (3.1.4),
that is, P = A⊗

∧
�

V ⊗A, where V = Spank{x, y}. Identify Pi ⊗A Pj with

A⊗
∧i V ⊗A⊗

∧j V ⊗A for each i, j, and identify
∧0 V with k and

∧1 V
with V . Thus for example, P0⊗A P1

∼= A⊗k⊗A⊗V ⊗A ∼= A⊗A⊗V ⊗A,
and we use such expressions in our definitions of maps below. We first find
a homotopy φP : P ⊗A P → P [1] for μP ⊗ 1P − 1P ⊗ μP . In degree 2, the
map φP is necessarily 0 since P3 = 0. We define φP in degrees 0 and 1 on
free basis elements:

φP (1⊗ xiyj ⊗ 1) =

j∑
l=1

xiyj−l ⊗ y ⊗ yl−1 +
i∑

l=1

xi−l ⊗ x⊗ xl−1yj ,

φP (1⊗ xiyj ⊗ x⊗ 1) = −
j∑

l=1

xiyj−l ⊗ x ∧ y ⊗ yl−1,

φP (1⊗ xiyj ⊗ y ⊗ 1) = 0,

φP (1⊗ x⊗ xiyj ⊗ 1) = 0,

φP (1⊗ y ⊗ xiyj ⊗ 1) =
i∑

l=1

xi−l ⊗ x ∧ y ⊗ xl−1yj .

We use this function φP , formula (6.4.2) for ψf , and the formula of Theo-
rem 6.4.5 to compute some brackets in degree 1. The diagonal map ΔP is
defined by the standard embedding (3.4.12) of P into the bar resolution, fol-
lowed by the standard diagonal map (2.3.3) on the bar resolution. Consider
the cocycles in degree 1 denoted by xiyjx∗ and xiyjy∗, where {x∗, y∗} is the
dual basis to {x, y} (e.g., xiyjx∗ takes x to xiyj and y to 0, where x, y are

identified with their images in
∧1 V ). First we find some values of ψxiyjx∗
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and ψxiyjy∗ via formula (6.4.2):

ψxiyjx∗(1⊗ x⊗ 1) = φP (1⊗ xiyj ⊗ 1),

ψxiyjx∗(1⊗ y ⊗ 1) = 0,

ψxiyjy∗(1⊗ x⊗ 1) = 0,

ψxiyjy∗(1⊗ y ⊗ 1) = φP (1⊗ xiyj ⊗ 1).

It follows that, for example,

[xiyjx∗, xmynx∗](1⊗ x⊗ 1)

= xiyjx∗ψxmynx∗(1⊗ x⊗ 1)− xmynx∗ψxiyjx∗(1⊗ x⊗ 1)

= xiyjx∗φP (1⊗ xmyn ⊗ 1)− xmynx∗φP (1⊗ xiyj ⊗ 1)

=
m∑
l=1

xiyjxm−lxl−1yn −
i∑

l=1

xmynxi−lxl−1yj

= mxiyjxm−1yn − ixmynxi−1yj

= xiyj
∂

∂x
(xmyn)− xmyn

∂

∂x
(xiyj).

Another calculation shows that the value of this bracket function on 1⊗y⊗1
is zero. Therefore, for all p, q ∈ A, we have

[px∗, qx∗] = (p
∂

∂x
(q)− q

∂

∂x
(p))x∗.

Similarly we find that

[px∗, qy∗] = p
∂

∂x
(q)y∗ − q

∂

∂y
(p)x∗,

[py∗, qy∗] = (p
∂

∂y
(q)− q

∂

∂y
(p))y∗.

We may calculate other brackets using the same techniques (cf. Exam-
ple 6.2.7 and Exercise 6.2.12).

Exercise 6.4.9. Verify that ψf as defined in Example 6.4.3 agrees with that
given in Example 6.3.8.

Exercise 6.4.10. Let P
μP−→ A be a projective resolution of the Ae-module

A that is a counital differential graded coalgebra. Show that one choice
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of chain map g � corresponding to a cocycle g ∈ HomAe(Pn, A) is given by
gm = (1 ⊗ g)(ΔP )m for all m. (This draws a parallel between the cup
product as given by formula (2.2.1) and the Gerstenhaber bracket as given
by formula (6.3.1) using (6.4.2).)

Exercise 6.4.11. Verify the formulas for [px∗, qy∗] and [py∗, qy∗] in Exam-
ple 6.4.8. Find [px∗, qx∗ ∧ y∗] and compare with Example 6.2.7.

6.5. Extensions

In this section, we consider Schwede’s exact sequence interpretation of the
Lie structure on Hochschild cohomology [194]. Hermann [110] generalized
Schwede’s results to some exact monoidal categories, and gave a description
of the bracket with degree 0 elements in [108], completing Schwede’s inter-
pretation. We refer to these papers for most of the technical details and
proofs, and present just a skimming here.

Let n ≥ 1, and let ExtnAe(A,A) denote the category whose objects are
n-extensions of A by A as an Ae-module, and morphisms are maps of n-
extensions. (See Section A.3 for a discussion of maps and equivalence classes
of n-extensions.) View HHn(A) = ExtnAe(A,A) as equivalence classes of
objects in ExtnAe(A,A). Consider an m-extension and an n-extension of A
by A,

f : 0 �� A
iM �� Mm−1

�� · · · �� M0
μM

�� A �� 0,

g : 0 �� A
iN �� Nn−1

�� · · · �� N0
μN

�� A �� 0.

We will not need notation for the unlabeled maps. We assume that all Mj ,
Nj are projective as left A-modules, and as right A-modules, where needed.
See [194] for a discussion about such an assumption.

Let P be a projective resolution of A as an Ae-module. Let f and g
be an m-cocycle and an n-cocycle on P , corresponding to the generalized
extensions f and g, respectively. So f ∈ HomAe(Pm, A) may be defined via
the following commuting diagram, which exists by the Comparison Theorem
(Theorem A.2.7); see also Section A.3. The map 1 from A to A is the identity

map. We denote by f̂ � : P � → M � the chain map indicated below, so that
f = f̂m.

· · · �� Pm
dm ��

f

��

Pm−1
dm−1

��

f̂m−1

��

· · · d1 �� P0
μP

��

f̂0
��

A ��

1
��

0

0 �� A
iM �� Mm−1

�� · · · �� M0
μM

�� A �� 0
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As in Section 2.4, we write g � f for the following Yoneda splice.
In [194], it is denoted g#f .

g � f :

0 �� A
iM �� Mm−1

�� · · · �� M0
iNμM

�� Nn−1
��

· · · �� N0
μN

�� A �� 0

Note that an element of HomAe(Pm+n, A) corresponding to this (m + n)-
extension is (−1)mnf � g as discussed in Section 2.4. We caution that
our definition of cup product is opposite that in [194], leading to some sign
differences.

We write f ⊗A g for the (m + n)-extension corresponding to the total
complex of the tensor product of the two truncated sequences as discussed
in Section 2.4. In degree m + n − 1, for example, we have the module
(Mm ⊗A Nn−1)⊕ (Mm−1 ⊗A Nn) ∼= Nn−1 ⊕Mm−1, and the extension is

f ⊗A g :

0 �� A �� Mm−1 ⊕Nn−1
�� · · ·

��
(M1⊗AN0)⊕
(M0⊗AN1) �� M0 ⊗A N0

�� A �� 0

The cup product of f and g corresponds to any of the (m+n)-extensions
g � f , f⊗Ag, (−1)mnf � g, (−1)mng⊗Af . (For an additive inverse −f � g
to the extension f � g, we take here the extension whose modules agree
with those of f � g, the map μM is replaced by −μM , and all other maps
agree with those of f � g.) These extensions are all equivalent and there
are maps as indicated in the following diagram:

(6.5.1)

f ⊗A g
ρf ,g

����
���

���
���

��
λf ,g

��





g � f (−1)mnf � g

(−1)mng ⊗A f

ρg,f

������������� λg,f

���������������
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Such maps may be described as follows. Consider the augmented double
complex:

M0



			
			

			
			

��

· · ·�� Mm−1
��

��

A��

��

Nn−1

��

M0 ⊗A Nn−1
��

��

· · ·�� Mm−1 ⊗A Nn−1
��

��

Nn−1
��

��

...

��

...

��

...

��

...

��

N1

��

M0 ⊗A N1
��

��

· · ·�� Mm−1 ⊗A N1
��

��

N1
��

��

N0

��

M0 ⊗A N0
��

��

· · ·�� Mm−1 ⊗A N0
��

��

N0
��

��




















A M0
�� · · ·�� Mm−1

��

All but the leftmost column and bottom row constitute the truncated double
complex corresponding to f ⊗A g, and the outermost rows and columns are
g � f (left column and top row) and (−1)mnf � g (right column and
bottom row). The maps λf ,g : f ⊗A g → g � f and ρf ,g : f ⊗A g →
(−1)mnf � g are given as follows. See also Section 2.4 where these maps
are used to show that two definitions of associative product on HH∗(A)
agree.

For n ≤ i ≤ m + n, λf ,g projects (f ⊗A g)i onto Mi−n ⊗A Nn
∼= Mi−n.

For 0 ≤ i ≤ n − 1, λf ,g first projects (f ⊗A g)i onto M0 ⊗A Ni, then maps
to A ⊗A Ni

∼= Ni via μN ⊗ 1. For m ≤ i ≤ m + n, ρf ,g projects (f ⊗A g)i
onto Mm⊗ANi−m

∼= Ni−m followed by multiplication by (−1)m(m+n−i). For
0 ≤ i ≤ m−1, ρf ,g projects (f⊗Ag)i ontoMi⊗AN0 followed by multiplication
by (−1)mn, then maps to Mi ⊗A A ∼= Mi via 1⊗ μN . Similarly define maps
ρg,f : (−1)mng ⊗A f → g � f and λg,f : (−1)mng ⊗A f → (−1)mnf � g.

Diagram (6.5.1) represents a loop in the classifying space of the extension
category Extm+n

Ae (A,A). This information can be realized combinatorially
without reference to the topology, as explained in [194]. Basically, paths
in the space are zigzags of maps, that is, you can travel either way along
a map (from the domain to the codomain or vice versa) and compose such
trips (recalling the equivalence relation generated by maps of generalized
extensions).
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Loops in the classifying space of Extm+n
Ae (A,A) are in one-to-one cor-

respondence with Extm+n−1
Ae (A,A) [184]. Under this correspondence, the

loop (6.5.1) corresponds to the Gerstenhaber bracket [f, g] [194]. We refer
to Retakh [184] and Schwede [194] for most details and proofs. Here we
give some of the algebraic ideas underlying Schwede’s result. Specifically,
for the projective resolution P of A as an Ae-module, we look closely at
some maps P → g � f arising from the maps comprising the loop (6.5.1).

Replace the loop (6.5.1) with another equivalent loop as follows. Starting
with (−1)mnf � g ∈ HomAe(Pm+n, A), define an (m + n)-extension of A
by A by a pushout diagram as in Section A.3. The (m + n)-extension
K = K((−1)mnf � g) is given by

0 �� A �� Km+n−1
�� Pm+n−2

�� · · · �� P0
�� A �� 0,

where

Km+n−1 = (Pm+n−1 ⊕A)/{(−dm+n(x), (−1)mn(f � g)(x)) | x ∈ Pm+n}.

The proof in [194] has P = B, the bar resolution, since the goal there
is to show that the loop (6.5.1) corresponds to the historical definition of
Gerstenhaber bracket on the bar resolution. A tedious comparison of maps
shows that there is a map ε for which the rightmost quadrilateral in the
following diagram commutes:
(6.5.2)

f ⊗A g
λf ,g

��





ρf ,g
����

���
���

���
��

g � f (−1)mnf � g K((−1)mn(f � g))

(−1)mnfg

�������������������������������

gf+ε
��������

������
������

������
��

(−1)mng ⊗A f

ρg,f

�������������

λg,f
���������������

We define the map (−1)mn(f � g) (and similarly g � f), as in [194], to be

the map induced by all (f̂i ⊗ ĝj)ΔB, where ΔB is the diagonal map (2.3.3)
on the bar resolution B.

Delete the component (−1)mnf � g from diagram (6.5.2), thus replac-
ing loop (6.5.1) with loop (6.5.3) below. For this purpose, in Schwede’s
general theory [194], commutativity of the rightmost quadrilateral in dia-
gram (6.5.2) is needed, and so the error correction term ε in diagram (6.5.2)
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is crucial.

(6.5.3)

f ⊗A g
λf ,g

����
��
��
��
�

g � f K((−1)mn(f � g))

(−1)mnfg
��������������

gf+ε�����
���

���
���

g ⊗A f

ρg,f

�����������

The following theorem is due to Schwede [194].

Theorem 6.5.4. Let f and g be an m- and an n-extension, respectively, of
A by A as an Ae-module. Let f ∈ HomAe(Bm, A) and g ∈ HomAe(Bn, A)
be corresponding cocycles, where B = B(A) is the bar resolution (1.1.4)
of A. There is a chain homotopy s : B → g � f , factoring through
K((−1)mn(f � g)), between λf ,g((−1)mn(f � g)) and ρg,f (g � f + ε),
for which the Gerstenhaber bracket is represented at the chain level by

[f, g] = (−1)n−1sm+n−1.

Exercise 6.5.5. Verify that λf ,g, ρf ,g, λg,f , ρg,f of diagram (6.5.1) are all
indeed maps of (m+ n)-extensions.

Exercise 6.5.6. Use the definitions of the maps f � g, g � f , ρf ,g, and
λg,f in diagram (6.5.2) to find a map ε for which the rightmost quadrilateral
commutes (cf. [194, p. 171]).
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Chapter 7

Infinity Algebras

There are several appearances in Hochschild cohomology of higher order op-
erations, the original idea of which is due to Stasheff [206]. Some of these
operations extend those on underlying chain complexes, such as the cup
product operation, giving rise to infinity algebras. In this chapter, we look
at a few settings where such infinity algebras arise in relation to Hochschild
cohomology. We define A∞-algebras and infinitesimal n-deformations, deriv-
ing a correspondence between infinitesimal n-deformations and Hochschild
n-cocycles. We define minimal models and formality of A∞-algebras, pre-
senting a characterization of Koszul algebras in this setting. We define the
A∞-center of an A∞-algebra and look closely at the case of Hochschild co-
homology of an augmented algebra. We define L∞-algebras and formality
of associative algebras, making a connection with deformations of algebras
and Deligne’s Conjecture. There are many further applications of infinity
structures that we will not present here.

Indexing and sign conventions vary somewhat in the literature; we make
some of the more standard choices.

7.1. A∞-algebras

In this section we define A∞-algebras (also called strongly homotopy asso-
ciative algebras) and their morphisms, and give some examples relevant to
Hochschild cohomology.

Definition 7.1.1. An A∞-algebra is a graded vector space A =
⊕

i∈ZAi

together with graded linear maps

mn : A⊗n → A

141
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142 7. Infinity Algebras

of degree |mn| = 2− n for all n ≥ 1 such that

(7.1.2)
∑

r+s+t=n

(−1)r+stmr+1+t(1
⊗r ⊗ms ⊗ 1⊗t) = 0.

The equations (7.1.2) are called Stasheff identities. Sometimes we denote
an A∞-algebra by (A,m �) to emphasize the notation chosen for these higher
multiplication maps. If m1 = 0, then A is called minimal.

We consider the implications of equation (7.1.2) for small values of n: if
n = 1, we must take s = 1 and r = t = 0, and so the equation is

m2
1 = 0,

that is, m1 is a differential on A. We will thus sometimes write d = m1. If
n = 2, we may take s = 2 and r = t = 0, or s = 1 and r + t = 1, to obtain

m1m2 −m2(m1 ⊗ 1)−m2(1⊗m1) = 0.

To express this equation on elements of A, we may write m1(a) = d(a) and
m2(a⊗ b) = a · b, and the equation becomes

d(a · b) = d(a) · b+ (−1)|a|a · d(b)
for all homogeneous a, b ∈ A, due to the standard sign convention (2.3.1).
That is, m1 = d is a graded derivation with respect to m2. If n = 3,
equation (7.1.2) becomes

m1m3 +m2(m2 ⊗ 1)−m2(1⊗m2)

+m3(m1 ⊗ 1⊗2) +m3(1⊗m1 ⊗ 1) +m3(1
⊗2 ⊗m1) = 0,

which may be rewritten

δ(m3) = m2(1⊗m2)−m2(m2 ⊗ 1),

where δ is the differential induced by m1 = d on the complex Homk(A
⊗3, A).

That is, m2 is associative up to a coboundary in this Hom complex. It
follows that the cohomology of (A,m1) is a graded associative algebra with
multiplication induced by m2.

We give some examples.

Example 7.1.3. If A is any differential graded algebra, we may take m1 to
be its differential, m2 its multiplication, and mn = 0 for n ≥ 3, to define an
A∞-algebra structure on A. In this way, the space C∗(B,B) of Hochschild
cochains on an associative algebra B becomes an A∞-algebra (using (1.3.4)).
An associative algebra itself may be viewed as a differential graded algebra
with zero differential, and thus as an A∞-algebra in this way. If an A∞-
algebra A is concentrated in degree 0, that is, Ai = 0 for all i = 0, then the
maps mn are necessarily zero maps for all n = 2 since |mn| = 2− n, so A is
simply an associative algebra.
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Next are some examples with mn = 0 for arbitrary values of n, the first
due to Penkava and Schwarz [171].

Example 7.1.4. Let B be an associative algebra, let A = B[x]/(x2), and
let n be a positive integer. We take A to be graded with |b| = 0 for all b ∈ B
and |x| = 2 − n. Let g : B⊗n → B be a Hochschild n-cocycle. We will put
an A∞-algebra structure on A, depending on g. Define a linear function
xg : A⊗n → A by

(xg)(a1 ⊗ · · · ⊗ an) =

{
xg(a1 ⊗ · · · ⊗ an), if a1, . . . , an ∈ B,
0, if x is a factor of a1 · · · an.

Let π : A⊗2 → A denote multiplication on A. If n = 2, let m2 = π + xg
and mi = 0 for all i = 2. If n = 2, let m2 = π, mn = xg, and mi = 0 for
all i ∈ {2, n}. Calculations show that A is an A∞-algebra. We will derive
a connection to algebraic deformation theory via Definition 7.1.7 below; see
Theorem 7.1.8.

Example 7.1.5. Let n be a positive integer, n > 2, let B = k[x]/(xn),
and let A = Ext∗B(k, k). As shown in Example 2.5.10, A ∼= k[y, z]/(y2) with
|y| = 1 and |z| = 2. We will put an A∞-algebra structure on A. We take
m2 to be multiplication on A, mi to be the zero map if i ∈ {2, n}, and

mn(y
i1zj1 ⊗ · · · ⊗ yinzjn) =

{
zj1+···+jn+1, if i1 = · · · = in = 1,
0, otherwise,

for all nonnegative integers j1, . . . , jn and all i1, . . . , in ∈ {0, 1}. Calculations
show that A is an A∞-algebra for each n > 2. This example may also be
constructed via the general method outlined in the proof of Theorem 7.2.2
below. In Section 7.3 we will discuss a distinction between this A∞-structure
on Ext∗B(k, k) and the structure of Ext∗B′(k, k) when B′ = k[x]/(x2), which
is by contrast a Koszul algebra.

We say that an A∞-algebra A is generated by a subset S if A coincides
with its smallest subspace containing S that is closed under all mn.

Example 7.1.6. In Example 7.1.5, mn(y⊗· · ·⊗ y) = z. Since y, z generate
A as an associative algebra, we see that as an A∞-algebra, A is generated
by y alone.

The next definition generalizes that of an infinitesimal deformation in
Definition 5.2.1.

Definition 7.1.7. Let n be a positive integer. Let B be an associative
algebra, and let A = B[x]/(x2), where |b| = 0 for all b ∈ B and |x| = 2− n.
An infinitesimal n-deformation of B is a k[x]/(x2)-multilinear A∞-algebra
structure on A that lifts the multiplication of B. That is, under composition
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with the vector space quotient map from A to A/(x) ∼= B, the map m2|B
agrees with multiplication on B and mi|B becomes 0 for all i > 2.

A calculation shows that an infinitesimal 2-deformation may be identified
with an infinitesimal deformation as in Definition 5.2.1. Writing

m2(b1 ⊗ b2) = m′
2(b1 ⊗ b2) +m′′

2(b1 ⊗ b2)x

for all b1, b2 ∈ B, it follows from the definitions that m′
2 is the original multi-

plication on B and m′′
2 is a Hochschild 2-cocycle. Similarly, an infinitesimal

n-deformation corresponds to a Hochschild n-cocycle. Since |x| = 2 − n
and |mi| = 2 − i, the only possible nonzero operations mi are m2 and mn.
Additionally, mn takes elements of B⊗n to Bx if n > 2. Calculations show
that the resulting coefficient function of x must be an n-cocycle. Thus this
observation is essentially a converse to Example 7.1.4, and is a proof of the
following theorem.

Theorem 7.1.8. Let B be an associative algebra, and let n ≥ 2. The
Hochschild n-cocycles on B are in one-to-one correspondence with the infin-
itesimal n-deformations of B.

Generalizing the case n = 2, a calculation shows that cohomologous
Hochschild n-cocycles correspond to isomorphic infinitesimal n-deformations;
the appropriate notion of isomorphism is given by Definition 7.1.9 below.
Specifically, let (Ag,m �) be the infinitesimal n-deformation of B given in Ex-
ample 7.1.4. Suppose g′ = g+hd for some (n−1)-cochain h and (Ag′ ,m

′
�) is

the infinitesimal n-deformation of B corresponding to g′. Set f1 : Ag → Ag′

to be the identity map, set fi = 0 if i ∈ {1, n − 1}, and fn−1 = −xh. Re-
calling that m1 = 0 and m′

1 = 0, we see that the only conditions (7.1.10)
below with nonzero terms are the second and (n− 1)st such equations. The
second such equation automatically holds since f1 is the identity map and
m2 = m′

2. The (n− 1)st equation holds since g′ = g + hd.

By way of Theorem 7.1.8, for each n > 2, we relate the Hochschild
cohomology space HHn(B) of an associative algebra B with infinitesimal n-
deformations of B as an A∞-algebra, in the same way that the Hochschild
cohomology space HH2(B) corresponds to infinitesimal deformations of B
as an associative algebra.

We now return to the general setting of A∞-algebras.

Definition 7.1.9. Let (A,mA
� ), (B,mB

� ) be A∞-algebras. A morphism of
A∞-algebras f � : (A,mA

� ) → (B,mB
� ) consists of graded linear maps

fn : A⊗n → B
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of degree |fn| = 1− n for all n ≥ 1 such that
(7.1.10)∑
r+s+t=n

(−1)r+stfr+1+t(1
⊗r⊗mA

s ⊗1⊗t) =
∑

i1+···+ir=n

(−1)umB
r (fi1⊗· · ·⊗fir),

where u = (r−1)(i1−1)+(r−2)(i2−1)+ · · ·+2(ir−2−1)+(ir−1−1). The
identity morphism f � : A → A is defined by f1 = 1A and fn = 0 for n = 1.
The composition of two morphisms g : A → B and f : B → C is given by

(fg)n =
∑

i1+···+ir=n

(−1)ufr(gi1 ⊗ · · · ⊗ gir)

for all n, with u = u(i1, . . . , ir) as above. An A∞-morphism f � is a quasi-
isomorphism if f1 is a quasi-isomorphism, that is, f1 induces an isomorphism
on cohomology, H∗(A)

∼−→ H∗(B).

We interpret the definition of A∞-morphism for small values of n. If
n = 1, equation (7.1.10) is

f1m
A
1 = mB

1 f1,

in other words, f1 is a cochain map. If n = 2, it is

f1m
A
2 = mB

2 (f1 ⊗ f1) +mB
1 f2 + f2(m

A
1 ⊗ 1 + 1⊗mA

1 ),

which may be rewritten

f1m
A
2 = mB

2 (f1 ⊗ f1) + δ(f2).

That is, up to the coboundary δ(f2), the map f1 is an algebra homomorphism
with respect to multiplication m2.

Exercise 7.1.11. Find an expression for the Stasheff identity (7.1.2) when
n = 4.

Exercise 7.1.12. Verify that A = B[x]/(x2) of Example 7.1.4 is indeed an
A∞-algebra.

Exercise 7.1.13. Verify that A = Ext∗B(k, k) of Example 7.1.5 is indeed an
A∞-algebra.

Exercise 7.1.14. Prove Theorem 7.1.8 following the outline indicated in
the text preceding its statement.

7.2. Minimal models

Recall that an A∞-algebra is called minimal if m1 = 0. For some applica-
tions, an A∞-algebra may be replaced by a minimal A∞-algebra to which it
is quasi-isomorphic (see Definition 7.1.9). We outline this technique here.
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Definition 7.2.1. Let A be an A∞-algebra. A minimal model for A is a
minimal A∞-algebra B together with a quasi-isomorphism of A∞-algebras
f � : B → A.

Let A be an A∞-algebra, and H∗(A) its cohomology. The following
theorem of Kadeishvili [123] states that the cohomology H∗(A) has the
structure of a minimal A∞-algebra. The theorem thus implies existence of
a minimal model.

Theorem 7.2.2. The cohomology H∗(A) of an A∞-algebra A may be given
the structure of an A∞-algebra under which it is a minimal model for A.
This structure is unique up to isomorphism of A∞-algebras.

Proof. We give a proof only in the special case that (A,m �) is a differential
graded algebra, that is, mn = 0 for n > 2. For the general case, see [123].

We will define maps m′
n : H∗(A)⊗n → H∗(A) for each n under which

(H∗(A),m′
�) becomes an A∞-algebra. At the same time we will define

maps fn : H∗(A)⊗n → A that will constitute a quasi-isomorphism f � :
(H∗(A),m′

�) → (A,m �). Set m′
1 = 0 and let f1 : H∗(A) → A be any k-linear

section of the surjection p : Z∗(A) → H∗(A) from the space of cocycles
Z∗(A) to the cohomology H∗(A) of A. That is, f1 takes values in Z∗(A)
and pf1 = 1H∗(A). Let m

′
2 be multiplication on H∗(A) as induced by multi-

plication m2 on A. Then by definition, for each α, β ∈ H∗(A), the elements
m2(f1(α)⊗ f1(β)) and f1(m

′
2(α⊗ β)) are cohomologous in A. Put another

way, letting Φ2 = m2(f1 ⊗ f1), we see that f1m
′
2 −Φ2 is a coboundary, that

is, there is some k-linear map f2 : H
∗(A)⊗2 → A for which

f1m
′
2 − Φ2 = m1f2.

Since m′
1 = 0, we may rewrite this as

Φ2 = f1m
′
2 − δ(f2),

the required condition (7.1.10), with n = 2, for an A∞-morphism. Since
m′

1 = 0 and m′
2 is associative, condition (7.1.2) holds with n = 3.

The remainder of the proof proceeds by induction on n. We explain the
case n = 3 first for clarity. Let

Φ3 = m2(f1 ⊗ f2 − f2 ⊗ f1) + f2(1⊗m′
2 −m′

2 ⊗ 1).

A calculation shows that Φ3 takes values in the space Z∗(A) of cocycles of A.
Let m′

3 : H
∗(A)⊗3 → H∗(A) be a k-linear function such that m′

3(α⊗ β ⊗ γ)
represents Φ3(α⊗ β ⊗ γ) for all α, β, γ ∈ H∗(A). Then by definition of m′

3,
the elements f1m

′
3(α⊗β⊗γ) and Φ3(α⊗β⊗γ) are cohomologous. It follows

that

f1m
′
3 − Φ3 = m1f3
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for some f3 : H
∗(A)⊗3 → A. Thus equation (7.1.10) holds when n = 3. Now

consider the left side of equation (7.1.2) with n = 4 for m′
1 = 0, m′

2, m
′
3:

(7.2.3) m′
2(−m′

3⊗ 1− 1⊗m′
3)+m′

3(m
′
2⊗ 1⊗ 1− 1⊗m′

2⊗ 1+1⊗ 1⊗m′
2).

Compose with f1 and apply (7.1.10) repeatedly to obtain a coboundary in
A. Since f1 is a section of the quotient map from Z∗(A) to H∗(A), this
implies that the expression (7.2.3) is equal to 0.

More generally, let n > 3 and suppose we have defined m′
i, fi for all

i < n. Let

Φn =
∑

i1+i2=n

(−1)i1−1m2(fi1⊗fi2)−
∑

r+s+t=n
s>1, r+t>0

(−1)r+stfr+1+t(1
⊗r⊗m′

s⊗1⊗t),

that is, the difference of the right and left sides of equation (7.1.10), ex-
cluding the terms f1m

′
n and m1fn (since mi = 0 for i > 2). A calcula-

tion shows that Φn takes values in the space Z∗(A) of cocycles. Let m′
n :

H∗(A)⊗n → H∗(A) be a k-linear function such that m′
n(α1⊗· · ·⊗αn) repre-

sents Φn(α1⊗· · ·⊗αn) for all α1, . . . , αn ∈ H∗(A). Then f1m
′
n(α1⊗· · ·⊗αn)

and Φn(α1 ⊗ · · · ⊗ αn) are cohomologous, so

f1m
′
n − Φn = m1fn

for some fn : H∗(A)⊗n → A. Thus equation (7.1.10) holds for n.

By construction, f � is an A∞-morphism. Condition (7.1.2) automatically
holds for (H∗(A),m′

�) when n = 1 or n = 2 since m′
1 = 0, and as we

saw before, it holds when n = 3 since m′
2 is an associative multiplication

on H∗(A). More generally, apply f1 to the left side of equation (7.1.2)
for m′

�. The result is seen to be a coboundary in A by repeated use of
equation (7.1.10) to eliminate terms involving m′

� from the expression, as
explained for n = 4 above. Since f1 is a quasi-isomorphism and m′

1 = 0, the
left side of equation (7.1.2) for m′

� is indeed 0 for each n.

The uniqueness statement can be proven by invoking a k-linear projec-
tion from A to H∗(A) whose composition with f1 is the identity on H∗(A).
This may be extended to an A∞-morphism from A to H∗(A); in fact any
A∞-quasi-isomorphism has a homotopy inverse [119]. Given two copies of
H∗(A), with possibly different higher multiplications m′

� and A∞-morphisms
f �, by mapping each to A and then to the other, we obtain maps between the
two copies whose compositions in both directions must be identity maps. �

We illustrate Theorem 7.2.2 with a specific example.

Example 7.2.4. Let B = k[x]/(xn), n > 2, and let P � be the standard
periodic free resolution of k as a B-module as in Example 2.5.10. Let A =
HomB(P �, P �), so that H∗(A) ∼= Ext∗B(k, k)

∼= k[y, z]/(y2). Applying the
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algorithm suggested by the proof of Theorem 7.2.2 leads to the A∞-algebra
structure on H∗(A) that was given in Example 7.1.5.

Remark 7.2.5. In Theorem 7.2.2, letting B be an associative algebra, we
may take A to be the differential graded algebra

⊕
i≥0HomBe(B⊗(i+2), B),

that is, C∗(B,B), as in Example 7.1.3. Then H∗(A) is the Hochschild co-
homology HH∗(B), and Theorem 7.2.2 implies that we may realize this
Hochschild cohomology as a minimal model. The proof of the theorem
indicates how to define the needed higher operations. See also [119] for a
proof using homological perturbation and further results.

Exercise 7.2.6. In the proof of Theorem 7.2.2, verify that Φ3 takes values
in Z∗(A). More generally, verify that Φn takes values in Z∗(A).

Exercise 7.2.7. In the proof of Theorem 7.2.2, verify that applying f1 to
the left side of equation (7.1.2) for m′

� results in a coboundary on A. First
check the case n = 4, then general n.

Exercise 7.2.8. Verify the details in Example 7.2.4.

7.3. Formality and Koszul algebras

In this section, we present a special case of results of Keller [126] on Koszul
algebras and formality as defined next.

Definition 7.3.1. An A∞-algebra A is formal if its minimal model has the
property that mn = 0 for all n ≥ 3.

We will see next that a large class of formal A∞-algebras is given by
cohomology of Koszul algebras.

Let B = T (V )/(R) for a finite-dimensional vector space V with homo-
geneous relations R (where R is a subset of

⊕
n≥2 Tn(V )). Consider k to be

a B-module on which each element of V acts as 0, and let P � be a projective
resolution of k as a B-module. Then HomB(P �, P �) is a differential graded
algebra with homology Ext∗B(k, k). View HomB(P �, P �) as an A∞-algebra
with higher multiplication maps 0. Theorem 7.2.2 implies that Ext∗B(k, k)
has the structure of an A∞-algebra for which it is the minimal model for
HomB(P �, P �). In general, Ext∗B(k, k) will have higher multiplication maps.
When we mention the A∞-algebra Ext∗B(k, k), it is this A∞-structure that
is intended. A use of comparison maps between resolutions shows that, up
to isomorphism, this A∞-structure will not depend on the choice of resolu-
tion P �.

We will need the following lemma about a generating set for this A∞-
algebra.

Lemma 7.3.2. The A∞-algebra Ext∗B(k, k) is generated in degree 1.
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A detailed proof was given by Conner [54]. See also [126, §2.2] for the
statement and some techniques needed in a proof.

Example 7.3.3. Let B = k[x]/(xn) as in Example 7.1.6. As we saw there,
Ext∗B(k, k) is generated by a single element y as an A∞-algebra. The degree
of y is 1, in accordance with Lemma 7.3.2.

Recall from Theorem 3.4.6 that the Ext algebra Ext∗B(k, k) of a Koszul
algebra B is generated in degree 1 as an associative algebra, and this is
essentially a defining characteristic of Koszul algebras. We thus obtain the
following formality result.

Theorem 7.3.4. Let B be a finitely generated graded connected algebra.
The A∞-algebra Ext∗B(k, k) is formal if and only if B is a Koszul algebra.

Proof. First assume that B is Koszul. The Koszul resolution K̃ � = K̃ �(B)

defined by (3.4.5) gives rise to the complex HomB(K̃ �, K̃ �), which has grading
both by homological degree and that induced by the grading on the algebra

B. There is a subcomplex of HomB(K̃ �, K̃ �) consisting of all elements whose
homological degree is the opposite of grading degree. By Theorem 3.4.6 and

Lemma 3.4.8, since B is Koszul, ExtiB(k, k) = Exti,−i
B (k, k) and Ext∗B(k, k)

embeds into HomB(K̃ �, K̃ �) as an associative algebra. Therefore Ext∗B(k, k)
is formal.

Now assume that Ext∗B(k, k) is formal. By Lemma 7.3.2, it is generated
in degree 1 as an A∞-algebra. Since Ext∗B(k, k) is formal, we conclude that
it is generated in degree 1 as an associative algebra. By Theorem 3.4.6, B
is Koszul. �

We illustrate Theorem 7.3.4 with an example.

Example 7.3.5. See Example 7.1.5 for a distinction made by the theorem.
Let B = k[x]/(xn). If n = 2, then B is Koszul and Ext∗B(k, k) is formal. If
n > 2, then B is not Koszul and Ext∗B(k, k) is not formal. Accordingly we
had found a nonzero higher multiplication mn in this latter case.

Exercise 7.3.6. Let B = k[x]/(xn). Let P � be the free resolution of k as
a B-module given in Example 2.5.10. Verify that the A∞-algebra structure
on Ext∗B(k, k) = H∗(HomB(P �, P �)) provided by the proof of Theorem 7.2.2
agrees with Example 7.1.5.

7.4. A∞-center

There is a notion of center of an A∞-algebra that plays an important role
in Hochschild cohomology, as we will see in Theorem 7.4.4. There is more
than one reasonable way to define the center of an A∞-algebra. We follow
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Briggs and Gélinas [34] for a definition, in the special case of a minimal
A∞-algebra, that is invariant under quasi-isomorphism.

We first introduce the graded symmetric and exterior algebras that will
be used for the rest of this chapter. The notation S(V ) and

∧
(V ) below

agree with earlier uses of the notation in this book in the case that V is
concentrated in degree 0. We assume for most of this section that the
characteristic of the field k is not 2, and we will point out the few instances
when we will take it to be 2.

Let V be a graded vector space over k (graded by N or by Z). The
graded symmetric algebra is

S(V ) = T (V )/(u⊗ v − (−1)|u||v|v ⊗ u | u, v homogeneous elements of V ).

The graded exterior algebra is∧
(V ) = T (V )/(u⊗ v + (−1)|u||v|v ⊗ u | u, v homogeneous elements of V ).

It follows from the definitions that S(V ) is universal with respect to graded
symmetric maps and

∧
(V ) is universal with respect to graded antisymmetric

maps (see Exercise 7.4.6).

Remark 7.4.1. If instead the characteristic of k is 2, the above definitions
of S(V ) and

∧
(V ) may be modified to obtain algebras that satisfy these

universal properties. In the former case we must additionally mod out by
all v ⊗ v for which |v| is odd, and in the latter by all v ⊗ v for which |v| is
even. There is some resulting redundancy in these larger sets of relations.

In the rest of this chapter, all our symmetric and exterior algebras will
be graded in the above sense.

Let Sn denote the symmetric group on n symbols. For each σ ∈ Sn

and homogeneous v1, . . . , vn ∈ V , define the scalar χ(σ; v1, . . . , vn) by the
following equation involving elements of the graded exterior algebra

∧
(V ):

(7.4.2) vσ(1) · · · vσ(n) = χ(σ; v1, . . . , vn)v1 · · · vn.

We sometimes write χ(σ) when it is clear which vectors v1, . . . , vn are in-
volved. If V is concentrated in degree 0, then χ(σ) is simply sgn(σ).

For an A∞-algebra A, define higher commutators [−;−]p,q : A
⊗p⊗A⊗q →

A by

[a1, . . . , ap; ap+1, . . . , ap+q]p,q

=
∑

σ∈Sp,q

χ(σ; a1, . . . , ap+q)mp+q(aσ−1(1) ⊗ · · · ⊗ aσ−1(p+q))

for all homogeneous a1, . . . , an ∈ A, where Sp,q is the set of all (p, q)-shuffles
in the symmetric group Sp+q as in Definition 1.5.3. Note that [−;−]1,1 is
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the usual commutator for m2, that is,

[a1; a2]1,1 = m2(a1 ⊗ a2)− (−1)|a1||a2|m2(a2 ⊗ a1).

Definition 7.4.3. Let A be a minimal A∞-algebra, and let a be a homoge-
neous element of A. Then a is central in A if for all n ≥ 1, there are k-linear
maps pi : A

⊗i → A of degrees |pi| = |a| − i (i ≥ 1) for which

[a;−]1,n =
∑

r+s+t=n

(−1)r(|a|+s)+t(|a|+1)mr+1+t(1
⊗r ⊗ ps ⊗ 1⊗t)

− (−1)|a|(−1)rs+tpr+1+t(1
⊗r ⊗ms ⊗ 1⊗t).

Put more concisely, ad(a) = ∂(p) for suitable notions of adjoint map ad
and differential ∂ (see [34] for this and more details). The A∞-center of
A, denoted Z∞(A), is the vector space spanned by all homogeneous central
elements of A.

The maps p � are called homotopy derivations. The related notion of
strong homotopy derivation [124] is such a map p � for which the right side
of the equation in the definition above is 0, that is, ∂(p) = 0. Note that the
higher commutator on the left side of the equation has the effect of inserting
the element a between factors in all possible ways. For example,

[a; a1, a2]1,2 = m3(a⊗ a1 ⊗ a2)

− (−1)|a||a1|m3(a1 ⊗ a⊗ a2) + (−1)|a|(|a1|+|a2|)m3(a1 ⊗ a2 ⊗ a).

Recalling that A is assumed to be minimal, it follows from Defini-
tion 7.4.3 of a central element a in an A∞-algebra A that [a;−]1,1 = 0,
and thus a is in fact in the graded center of A (see Definition 2.5.8). In
other words, Z∞(A) ⊆ Zgr(A).

The following theorem expands on Corollary 2.5.9 in the case M = k,
and is due to Briggs and Gélinas [34], as a consequence of more general
results. For a proof, see [34]. Recall that an augmented algebra B is one
for which there is an algebra homomorphism to k, and k is considered to
be a module via this map. The map from Hochschild cohomology HH∗(B)
to Ext∗B(k, k) to which the theorem refers is the map induced by the chain
level map φk defined by equation (2.5.3).

Theorem 7.4.4. Let B be an augmented algebra over the field k. The image
of the Hochschild cohomology ring HH∗(B) in the Ext algebra Ext∗B(k, k) is
precisely the A∞-center Z∞(Ext∗B(k, k)).

The theorem generalizes Theorem 3.4.14 from Koszul algebras to aug-
mented algebras as follows. If B is a Koszul algebra, then the image of
Hochschild cohomology HH∗(B) in the Ext algebra Ext∗B(k, k) is precisely
the graded center Zgr(Ext

∗
B(k, k)) as stated in Theorem 3.4.14. As we saw
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in the last section, the Ext algebra of a Koszul algebra B is formal, and thus
the graded center of Ext∗B(k, k) coincides with its A∞-center.

Example 7.4.5. Let B = k[x]/(xn), n > 2. Then Ext∗B(k, k)
∼= k[y, z]/(y2)

as in Example 2.5.10 and

Z∞(Ext∗B(k, k)) =

{
k[z], if char(k) � n,
k[y, z]/(y2), if char(k) | n.

(Recall that char(k) = 2 in this section. See [34] for details.)

There are many more applications of A∞-algebras, as well as the dual
notion of A∞-coalgebras, that we do not consider here. See, for exam-
ple, [111].

Exercise 7.4.6. Verify the universality of the graded symmetric algebra
S(V ) and the graded exterior algebra

∧
(V ) as defined in this section in case

char(k) = 2:

(a) Given a graded vector space V and a k-algebra B, a graded sym-
metric map f : V → B is a k-linear map such that f(v)f(w) =

(−1)|v||w|f(w)f(v) for all homogeneous v, w ∈ V . Show that for
all k-algebras B and graded symmetric maps f : V → B, there
is a unique k-algebra homomorphism F : S(V ) → B such that
F |V = f .

(b) Given a graded vector space V and a k-algebra B, a graded anti-
symmetric map f : V → B is a k-linear map such that f(v)f(w) =
−(−1)|v||w|f(w)f(v) for all homogeneous v, w ∈ V . Show that for
all k-algebras B and graded anti-symmetric maps f : V → B,
there is a unique k-algebra homomorphism F :

∧
(V ) → B such

that F |V = f .

Exercise 7.4.7. Let k be a field of characteristic 2. Define S(V ) and
∧
(V )

by universal properties such as in Exercise 7.4.6(a) and (b). Deduce that
S(V ) and

∧
(V ) are isomorphic to particular quotients of T (V ) as outlined

in Remark 7.4.1.

Exercise 7.4.8. Verify that Z∞(A) ⊆ Zgr(A) by comparing the definitions
of these two notions of center when A is an A∞-algebra.

Exercise 7.4.9. Find an expression for [a1, a2; a]2,1 as a sum over (2, 1)-
shuffles.

7.5. L∞-algebras

Analogous to A∞-algebras are L∞-algebras in which the operations are
higher order Lie brackets. This notion first appeared in the paper [191]
by Schlessinger and Stasheff.
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Definition 7.5.1. An L∞-algebra is a graded vector space L together with
graded linear maps

�n :
∧n L → L

of degree |�n| = 2− n for all n such that

n∑
i=1

∑
σ∈Si,n−i

(−1)i(n−i)χ(σ)�n−i+1(�i(vσ(1), . . . , vσ(i)), vσ(i+1), . . . , vσ(n)) = 0

for all homogeneous v1, . . . , vn ∈ L, where χ(σ) = χ(σ; v1, . . . , vn) is defined
by (7.4.2) and Si,n−i is the set of all (i, n−i)-shuffles in the symmetric group
Sn as in Definition 1.5.3. For simplicity of notation, we have separated
elements of L by commas when their product in

∧
(L) is the argument of

a function. Sometimes we denote the L∞-algebra by (L, � �) to emphasize
the notation chosen for the higher operations. An L∞-algebra is minimal if
�1 = 0.

Remark 7.5.2. In the literature, the elements of Si,n−i are sometimes called
i-unshuffles in this context. Also, a graded symmetric algebra sometimes ap-
pears in definitions of L∞-structures, in place of the graded exterior algebra
we have here, due to different choices of grading and indexing.

We interpret these equations in low degrees. Write d(v) = �1(v) and
[u, v] = �2(u, v), [u, v, w] = �3(u, v, w), etc., for elements u, v, w of L. If
n = 1, the equation in Definition 7.5.1 is simply d2(v) = 0 for all v ∈ L, and
so d is a differential on L. If n = 2, the condition is

d([u, v]) = [d(u), v] + (−1)|u|[u, d(v)]

for all homogeneous u, v ∈ L, that is, d is a graded derivation with respect
to �2 = [ , ]. If n = 3, the condition may be written

(−1)|u||w|[[u, v], w] + (−1)|u||v|[[v, w], u] + (−1)|v||w|[[w, u], v]

= (−1)|u||w|(d�3 + �3d)(u, v, w)

for all homogeneous u, v, w ∈ L, that is, up to homotopy, the graded Jacobi
identity holds.

Example 7.5.3. If L is a differential graded Lie algebra, we may take �1
to be its differential, �2 to be its Lie bracket, and �n = 0 for all n ≥ 3, for
an L∞-structure on L. In particular, a graded Lie algebra may be viewed
as a differential graded Lie algebra with zero differential, and thus as an
L∞-algebra in this way. If an L∞-algebra is concentrated in degree 0, that
is, Li = 0 for all i = 0, the maps �n are necessarily zero maps for all n = 2
since |�n| = 2− n, so L is simply a Lie algebra.
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A large class of examples is provided by A∞-algebras together with
graded commutators, as the following theorem of Lada and Markl [138]
shows. This generalizes a relationship between associative algebras and Lie
algebras. The theorem may be proven by direct computation, or by invoking
a connection between L∞-structures and coderivations as in [138].

Theorem 7.5.4. Let (A,m �) be an A∞-algebra. Let

�n(a1, . . . , an) =
∑
σ∈Sn

χ(σ)mn(aσ(1), . . . , aσ(n))

for all homogeneous a1, . . . , an ∈ A. Then (A, � �) is an L∞-algebra.

Morphisms of L∞-algebras involve the following generalization of (p, q)-
shuffles. There are more conceptual alternative descriptions, as well as
equivalent formulas in characteristic 0 that instead involve sums over all
permutations and division by factorials. See, for example, [5] or [124].

Let i1, . . . , it be positive integers. A permutation σ of Si1+···+ij is an
(i1, . . . , it)-shuffle if

σ(1) < · · · < σ(i1),

σ(i1 + 1) < · · · < σ(i1 + i2), . . . ,

and σ(i1 + · · ·+ it−1 + 1) < · · · < σ(i1 + · · ·+ it).

Definition 7.5.5. Let (L, � �), (L′, �′�) be L∞-algebras. A morphism of L∞-
algebras f � : L → L′ consists of graded linear maps

fn :
∧n L → L′

of degree |fn| = 1−n for all n ≥ 1 such that for all homogeneous v1, . . . , vn ∈
L,

n∑
i=1

∑
σ∈Si,n−i

(−1)i(n−i)χ(σ)fn−i+1(�i ⊗ 1⊗(n−i))(vσ(1), . . . , vσ(n))

=
∑

1≤r≤n
i1+···+ir=n

∑
τ

(−1)uχ(τ)�′t(fi1 ⊗ · · · ⊗ fir)(vτ(1), . . . , vτ(n)),

where τ runs over all (i1, . . . , it)-shuffles for which

τ(i1 + · · ·+ il−1 + 1) < τ(i1 + · · ·+ il + 1)

if il = il+1, and u = (r−1)(i1−1)+(r−2)(i2−1)+· · ·+2(ir−2−1)+(ir−1−1).
An L∞-morphism f � is a quasi-isomorphism if f1 is a quasi-isomorphism.

We interpret the definition for some small values of n. If n = 1, the
equation is

f1�1 = �′1f1,
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that is, f1 is a cochain map. If n = 2, we obtain

− f2(d(v1), v2)− (−1)|v1||v2|f2(d(v2), v1) + f1([v1, v2])

= d′(f2(v1, v2)) + [f1(v1), f1(v2)]

for all homogeneous v1, v2 ∈ L. Rewriting, the equation is

f1([v1, v2])

= [f1(v1), f1(v2)] + d′(f2(v1, v2)) + f2(d(v1), v2) + (−1)|v1||v2|f2(d(v2), v1),

that is, f1 preserves the bracket up to the coboundary ∂(f2).

Just as for A∞-algebras, there is a notion of minimal model (see Defi-
nition 7.2.1) and a version of Theorem 7.2.2 on existence (see [120,193]).
For more general results, see for example [113, Lemma 4.2.1].

Exercise 7.5.6. Verify that the conditions on �n given in Definition 7.5.1
for n = 1, 2, 3 are as claimed in this section (that is, �1 is a differential that
is a graded derivation with respect to �2, and �2 satisfies the graded Jacobi
identity up to homotopy).

Exercise 7.5.7. Understand the proof of Theorem 7.5.4 either by direct
computation or by looking up the proof technique used in [138].

Exercise 7.5.8. Verify that the conditions on fn implied by Definition 7.5.5
for n = 1, 2 are as claimed in this section (that is, f1 is a cochain map that
preserves the bracket up to addition of a coboundary).

7.6. Formality and algebraic deformations

Just as for A∞-algebras, there is a notion of formality for L∞-algebras, and
in this section we discuss it specifically in the case of Hochschild cohomology.
We assume that the characteristic of the field k is 0 so that exponential maps
are defined. The main ideas we present here are due to Kontsevich [133]. Let
A be an associative algebra and consider C∗(A,A) =

⊕
i≥0Homk(A

⊗i, A),
a differential graded Lie algebra as described in Section 1.4.

Definition 7.6.1. An HKR map is a graded k-linear injective map

φ : HH∗(A) → C∗(A,A),

of degree |φ| = 0, with image contained in the space of cocycles, that is a
section of the quotient map from the space of cocycles to HH∗(A).

By Lemma 1.4.3 and the discussion following it, we may view both
HH∗(A) and C∗(A,A) as differential graded Lie algebras, the former hav-
ing differential 0. An HKR map is in general not a morphism of differen-
tial graded Lie algebras. However, viewing HH∗(A) and C∗(A,A) as L∞-
algebras (with higher brackets 0), an HKR map can sometimes be extended
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156 7. Infinity Algebras

to a quasi-isomorphism of L∞-algebras, as we will see below. In this case
we say that A is formal.

Definition 7.6.2. The associative algebra A is formal if there is a quasi-
isomorphism of L∞-algebras Φ � : (HH∗(A), � �) → (C∗(A,A), �′�) for which Φ1

is an HKR map. Such a map Φ is called a formality map.

This definition is analogous to Definition 7.3.1 when we replace the A∞-
structure with the L∞-structure, taking HH∗(A) to be the minimal model
of C∗(A,A). Which version of formality is intended should be clear from
the context.

Note that the grading on HH∗(A) and on C∗(A,A) in Definition 7.6.2 is
shifted by 1 since we are dealing with the Lie structure. So for example, the
degree of a Hochschild 2-cocycle is now 1, an important distinction to make
in the proof of the next theorem. The hypothesis on the infinitesimal defor-
mation α in the theorem recalls, in the commutative setting, a connection
to Poisson brackets (see, e.g., equation (5.3.3)).

Theorem 7.6.3. Let A be a formal associative algebra over a field of char-
acteristic 0, and let α be an infinitesimal deformation of A for which the
first obstruction (5.1.8) vanishes as a cochain. Then α lifts to a formal
deformation of A.

Proof. Let α be a Hochschild 2-cocycle on A for which the first obstruction
vanishes as a cochain, that is, [α, α] = 0. Consider the following element in
S(HH∗(A))[[t]]:

exp(tα) = 1 + tα+
1

2!
t2α2 +

1

3!
t3α3 + · · · ,

where we consider the ith term to be in Si(HH∗(A))[[t]], starting with i = 0.
Let Φ be a formality map for A. Consider the image of exp(tα) under Φ
extended to formal power series in t. Explicitly, we write this as

Φ(exp(tα)) = 1 + tΦ1(α) +
1

2!
t2Φ2(α

2) +
1

3!
t3Φ3(α

3) + · · · ,

where Φ2(α
2) may also be written Φ2(α, α), and Φ3(α

3) as Φ3(α, α, α), and
so on. Due to the degree requirement on L∞-morphisms, the elements Φi(α

i)
each have degree 1, that is, they are Hochschild 2-cochains. Since Φ is an
L∞-morphism and [α, α] = 0, it follows from the definitions that Φ(exp(tα))
satisfies the Maurer-Cartan equation (5.3.1). Write μi =

1
i!Φi(α

i) and μ =

μ0+μ∗, where μ∗ = tμ1+t2μ2+ · · · . Then (A[[t]], μ) is a formal deformation
of (A, μ0). �

The following is a special case of general results of Kontsevich [133]
about Poisson manifolds. See also [58,129]. We take k to be C or R here.
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Theorem 7.6.4. Let V be a finite-dimensional vector space. Its (ungraded)
symmetric algebra S(V ) is formal.

For an outline of the proof, see [32, §5.2], where the theorem is then
generalized to universal enveloping algebras of some Lie algebras. The proof
is combinatorial and geometric, involving sums over some planar graphs.
For more details and geometric context, see the excellent survey [189].

There are further infinity structures arising on Hochschild cohomology
HH∗(A) and the Hochschild complex C∗(A,A). In particular, extending the
A∞- and L∞-structures we obtain a G∞-algebra [104], that is an infinity
analog of a Gerstenhaber algebra (see Definition 1.4.8). Deligne conjec-
tured that the Hochschild complex C∗(A,A) is an algebra over an operad
of little disks. An algebraic version of Deligne’s Conjecture states that the
Hochschild complex C∗(A,A) is a G∞-algebra. This is now a theorem and
there are various proofs in the literature, for example [134,157,214,221,
222]. Combining the algebra and coalgebra structures, we obtain a B∞-
algebra [127], that is an infinity analog of a bialgebra. The Hochschild
complex C∗(A,A) is a B∞-algebra. This structure has implications for in-
variance of Hochschild cohomology and points to an isomorphism between
the Hochschild cohomology ring of a Koszul algebra and its dual [127].

Exercise 7.6.5. Let A = k[x]. Find an HKR map φ : HH∗(A) → C∗(A,A).
(Recall that HH∗(A) was found in Example 1.1.18 and that Hochschild 1-
cocycles correspond to derivations as discussed in Section 1.2.)

Exercise 7.6.6. Look up a proof of a version or generalization of Theo-
rem 7.6.4, for example in [32,58,133,189].
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Chapter 8

Support Varieties for
Finite-Dimensional
Algebras

In this chapter we present an application of Hochschild cohomology to the
representation theory of finite-dimensional algebras, that is, algebras that
are finite-dimensional as vector spaces over the field k. For many finite-
dimensional algebras A, though not all, Hochschild cohomology HH∗(A)
is finitely generated as an associative algebra under cup product. Since
HH∗(A) is also graded commutative, its maximal ideals may be equipped
with the geometric structure of an affine variety. This variety has sub-
varieties associated to A-modules through actions of Hochschild cohomol-
ogy HH∗(A), and the geometry of these subvarieties has implications in
representation theory. These “varieties for modules” based on Hochschild
cohomology were introduced by Snashall and Solberg [201] to mimic sup-
port varieties for finite groups (based on group cohomology). The theory
is particularly well-behaved for self-injective algebras, as further developed
by Erdmann, Holloway, Snashall, Solberg, and Taillefer [65]. See Solberg’s
excellent survey [203]. A related survey on support varieties for finite-
dimensional Hopf algebras, including finite group algebras, is [224].

A good support variety theory is an important tool particularly for al-
gebras of wild representation type, that is, those whose indecomposable
modules cannot be classified in a meaningful way (see, e.g., [21]). There
are connections between the structure of Hochschild cohomology and the
representation type of an algebra that we do not explore here. See, for
example, [31,36,78].

159
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160 8. Support Varieties for Finite-Dimensional Algebras

We begin this chapter by briefly introducing the needed geometric no-
tions and finite generation conditions for support variety theory. We take
A to be a finite-dimensional algebra and k an algebraically closed field, al-
though support variety theory has been developed for other algebras and
fields as well. In some of the references, A is assumed to be indecomposable.
We do not make this assumption since we aim at more general applications,
and there are some minor differences. We refer the reader to [93,158] for the
general theory of noncommutative noetherian rings, although we will only
need this theory in the graded commutative setting where it is essentially
the same as for commutative rings.

8.1. Affine varieties

In this section we give a very brief introduction to the geometry that we will
use in this chapter. For more details, see any text on algebraic geometry
or commutative algebra, or see [22, Section 5.4] for a longer introduction
to what is needed specifically for support variety theory. Let k be an alge-
braically closed field.

Let H be a finitely generated commutative algebra over k. Equivalently,
H ∼= k[x1, . . . , xn]/I for some ideal I of a polynomial ring k[x1, . . . , xn]. Let
Max(H) denote the set of maximal ideals of H, so Max(H) is in one-to-one
correspondence with the set of maximal ideals of k[x1, . . . , xn] containing I.
In particular, since k is algebraically closed,

Max(k[x1, . . . , xn]) = {(x1 − a1, . . . , xn − an) | a1, . . . , an ∈ k},

so that the set of maximal ideals of the polynomial ring k[x1, . . . , xn] is in
one-to-one correspondence with kn.

The set Max(H) becomes a topological space under the Zariski topology:
closed sets are the sets

V (J) = {J ′ ∈ Max(H) | J ′ ⊃ J},

determined by ideals J of H. Sometimes we write VH(J) in place of V (J)
to emphasize dependence on H. These sets satisfy the relations

(8.1.1) V (J1J2) = V (J1) ∪ V (J2) and V

(∑
α

Jα

)
=

⋂
α

V (Jα),

where α ranges over an indexing set and J1, J2, Jα are ideals of H. We call
Max(H) with this topology the maximal ideal spectrum of H, also called
an affine variety. In particular, Max(k[x1, . . . , xn]) is the affine space kn.
Prime ideals and projective varieties are also of interest in representation
theory, but we will not need them here.
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The following lemma will be used in a definition of dimension of an affine
variety.

Lemma 8.1.2 (Noether Normalization Lemma). Let H be a finitely gener-
ated commutative algebra over k. There are elements y1, . . . , yn ∈ H gener-
ating a subalgebra of H that is isomorphic to the polynomial ring k[y1, . . . , yn]
and over which H is finitely generated as a module.

For a proof, see [156, §33]. By its definition, the integer n in the lemma
is unique.

Definition 8.1.3. Let H be a finitely generated commutative algebra over
k, and Max(H) its maximal ideal spectrum. The dimension of Max(H) is
the integer n of the Noether Normalization Lemma (Lemma 8.1.2).

It can be shown that if H is finitely generated, then the dimension of
Max(H) defined above is the same as the Krull dimension of H, defined
next. (See [156].)

Definition 8.1.4. For any commutative ring H, its Krull dimension is the
largest nonnegative integer n for which there exist prime ideals

I0 ⊃ I1 ⊃ · · · ⊃ In

of H such that Ij = Ij+1 for 0 ≤ j ≤ n− 1.

There is another notion of size that we will need.

Definition 8.1.5. Let V =
⊕

i≥0 Vi be a graded vector space. The rate of

growth γ(V ) is the smallest nonnegative integer c such that there is a real
number b and a positive integer m for which dimk Vn ≤ bnc−1 for all n ≥ m.

The Krull dimension of a finitely generated graded commutative algebra
is precisely its rate of growth. To see this, note that a polynomial ring in
n indeterminates has rate of growth n. Now apply Lemma 8.1.2 and the
above comments.

Exercise 8.1.6. Let H = k[x, y], J1 = (x), and J2 = (y). Find V (J1J2)
and V (J1 + J2) and verify that the equalities (8.1.1) hold.

Exercise 8.1.7. Let H = k[x, y]/(xy). What is the Krull dimension of H?
Find elements of H satisfying the conclusion of the Noether Normalization
Lemma.

Exercise 8.1.8. Show directly that the Krull dimension of k[x] is 1 by
applying the definition.

Exercise 8.1.9. Justify the statement that k[x1, . . . , xn] has rate of growth
n by examining an expression for dimk(k[x1, . . . , xn]m) for each m.
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8.2. Finiteness properties

Let r = rad(A), the Jacobson radical of the finite-dimensional algebra A,
that is, the intersection of all maximal left ideals. For details on the Jacobson
radical and related representation theory of finite-dimensional algebras over
algebraically closed fields, see, e.g., [6, Sections 1 and 2] or [11].

We will use the action of HH∗(A) on Ext∗A(M,M) for an A-moduleM , as
described in Section 2.5, beginning with the special case M = A/r. We will
assume in Sections 8.3 through 8.5 that A satisfies the following finiteness
condition:

(fg) HH∗(A) is a noetherian ring and Ext∗A(A/r, A/r) is a finitely generated
HH∗(A)-module.

Since HH∗(A) is graded commutative, if HH∗(A) is noetherian, then it
is finitely generated as an algebra by homogeneous elements. Conversely, if
HH∗(A) is finitely generated as an algebra, then it is noetherian, since free
graded commutative rings are noetherian and quotients of noetherian rings
are noetherian. We will refine these statements in Theorem 8.2.3 below.

There are many finite-dimensional algebras A that satisfy condition (fg),
as well as some that do not, as we will see.

Example 8.2.1. Let A = k[x1, . . . , xm]/(xn1
1 , . . . , xnm

m ). We saw in Exam-
ple 3.1.5 that HH∗(A) is finitely generated. (See also Example 3.2.6 for
some related noncommutative examples.) The Jacobson radical r of A is
generated by x1, . . . , xm, and so A/r ∼= k. If m = 1, as a consequence of our
work in Example 2.5.10, the Ext algebra Ext∗A(k, k) is finitely generated as
an HH∗(A)-module. The same is seen to be true if m > 1 by combining the
techniques of Examples 2.5.10 and 3.1.5.

Many other algebras satisfy condition (fg), such as finite group alge-
bras [75, 92, 217] and Hecke algebras [24, 142]. Others satisfy related
finiteness conditions, such as monomial algebras [97], self-injective algebras
of finite representation type [98], algebras of finite global dimension [105],
and some special biserial algebras [202]. A 2009 survey of finite-dimensional
algebras known at that time to satisfy condition (fg) is [200]. Necessary and
sufficient conditions for radical cube algebras to satisfy (fg) are given in [70].
A categorical context for such finiteness conditions and other references are
in [178]. Some types of Hopf algebras satisfy condition (fg); Hopf algebras
generally are discussed in Chapter 9.

We next give a class of algebras that do not satisfy condition (fg). In
characteristic 2, the example below is due to Xu [225], who presented it
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as the first counterexample to a related conjecture of Snashall and Sol-
berg. Here we describe a generalization of Xu’s example to arbitrary char-
acteristic, due to Snashall [200]. It was generalized further by Gawell and
Xantcha [81]. See Section 3.6 for algebras defined by quivers and relations
as in the example.

Example 8.2.2. Let A = kQ/I, where Q is the quiver

�

b



a

�� c �� �

with two vertices as indicated, arrows a, b, c, and I = (a2, b2, ab− ba, ac).
Using techniques similar to those of Section 3.4, it can be shown that A
is a Koszul algebra (in a more general sense) and that Ext∗A(A/r, A/r)

∼=
kQop/I ′, where Qop is the quiver Q with arrows reversed, labeled α, β, γ,
and I ′ = (αβ + βα, γβ) [200]. Calculations show that the graded center of
Ext∗A(A/r, A/r) is k⊕k[α, β]β if char(k) = 2, and k⊕k[α2, β2]β2 if char(k) =
2, where β has degree 1, αβ has degree 2, β2 has degree 2, and α2β2 has
degree 4. By [39, Theorem 4.1], the image of HH∗(A) under the map φA/r

defined by (2.5.3) is precisely this graded center (cf. Theorem 3.4.14). This
graded center is not finitely generated as an algebra, since for each i, the
element αiβ in characteristic 2 (respectively, α2iβ2 in characteristic not 2)
is not in any subalgebra generated by elements of lower homological degree.
Therefore HH∗(A) is not finitely generated as an algebra, and consequently
does not satisfy condition (fg).

For the purpose of defining affine varieties, one can essentially ignore
nilpotent elements, and indeed Snashall and Solberg [201] had originally
conjectured that the quotient of HH∗(A) by its ideal generated by all homo-
geneous nilpotent elements is noetherian. Example 8.2.2 is a counterexam-
ple. Hermann [109] asked if a weaker condition might be satisfied by more
finite-dimensional algebras: replace the condition that HH∗(A) be noether-
ian with the condition that the quotient by its Gerstenhaber ideal gener-
ated by all homogeneous nilpotent elements be noetherian. (By this ideal,
we mean the ideal generated via the binary operations of cup product and
Gerstenhaber bracket.) We will not consider these weaker conditions here.

We will prove the following theorem from [65, Proposition 1.4] and [203,
Proposition 5.7]. We will then use it to define support varieties in the next
section. The flexibility in choosing an algebra H satisfying the conditions
of the theorem below will be helpful. We will use the action of HH∗(A) on
Ext∗A(M,N) for any two A-modules M,N that is described in Section 2.5.
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Theorem 8.2.3. The finite-dimensional algebra A satisfies condition (fg)
if and only if there exists a graded subalgebra H of HH∗(A) such that

(fg1) H is finitely generated commutative and H0 = HH0(A), and

(fg2) Ext∗A(A/r, A/r) is a finitely generated H-module.

There is a trade-off between these two conditions (fg1) and (fg2): con-
dition (fg1) says that H is small enough for some geometric applications,
and condition (fg2) says that H is large enough for others. The two taken
together say that H is just right for the theory of support varieties that we
will define in Section 8.3.

In order to prove the theorem, we need the following lemmas. If M,N
are A-modules, then Homk(M,N) is an A-bimodule with action given by

(afb)(m) = a(f(bm))

for all f ∈ Homk(M,N), a, b ∈ A, and m ∈ M . The action of HH∗(A) on
HH∗(A,B) for any A-bimodule B is given by Yoneda product as described
in Section 2.5.

Lemma 8.2.4. For all finite-dimensional A-modules M,N , there is a graded
vector space isomorphism

Ext∗A(M,N) ∼= HH∗(A,Homk(M,N)).

Moreover, the actions of the Hochschild cohomology ring HH∗(A) correspond
under this isomorphism.

Proof. Let P � → A be a projective resolution of A as an Ae-module. Then
P � ⊗A M is a projective resolution of the A-module M . For each i, de-
fine a function φi : HomA(Pi ⊗A M,N) → HomAe(Pi,Homk(M,N)) by
φi(f)(x)(m) = f(x⊗m) for all f ∈ HomA(Pi⊗AM,N), x ∈ Pi, and m ∈ M .
A calculation shows that φi(f) is an Ae-module homomorphism and φ � is
a cochain map. The inverse maps are ψi : HomAe(Pi,Homk(M,N)) →
HomA(Pi ⊗A M,N) given by ψi(f)(x ⊗m) = f(x)(m). A calculation now
shows that the actions of HH∗(A) correspond. �

The next lemma is [65, Proposition 2.4].

Lemma 8.2.5. Let H be a finitely generated commutative subalgebra of
HH∗(A). The following are equivalent:

(i) Ext∗A(A/r, A/r) is a finitely generated H-module.

(ii) Ext∗A(M,N) is a finitely generated H-module for all finite-dimen-
sional A-modules M,N .

(iii) HH∗(A,B) is a finitely generated H-module for all finite-dimen-
sional A-bimodules B.
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Proof. By Lemma 8.2.4, Ext∗A(M,N) ∼= HH∗(A,Homk(M,N)) and the ac-
tions of HH∗(A) on these two spaces correspond, so (iii) implies (ii). By
setting M = N = A/r, we see that (ii) implies (i). It remains to show
that (i) implies (iii). By Lemma 8.2.4 with M = N = A/r, there is an
isomorphism

Ext∗A(A/r, A/r) ∼= HH∗(A,Homk(A/r, A/r)).

Each simple A-module S is a direct summand of A/r, and simple Ae-modules
are all of the form Homk(S, T ) for simple A-modules S, T . Letting B be any
finite-dimensional Ae-module, it has a composition series with simple factors
Bi. By (i) and the above observations, HH∗(A,Bi) is a finitely generated
H-module for each i. By induction on the length of the composition series of
B and the first long exact sequence for Ext (Theorem A.4.4), the H-module
HH∗(A,B) is finitely generated. Specifically, for the induction step, sup-
pose 0 → U → V → W → 0 is a short exact sequence of Ae-modules and
HH∗(A,U), HH∗(A,W ) are both finitely generated H-modules. Choose a fi-
nite set of generators for HH∗(A,U), and consider their images in HH∗(A, V )
under the map induced by U → V . Since H is noetherian and the image
of HH∗(A, V ) in HH∗(A,W ), under the map induced by V → W , is an
H-submodule, the image of HH∗(A, V ) in HH∗(A,W ) is finitely generated.
Choose a finite set of generators of this image, and choose an inverse image
of each one in HH∗(A, V ). Then the finite set of all these generators taken
together generates HH∗(A, V ). �

Proof of Theorem 8.2.3. Assume A satisfies condition (fg). If char(k) =
2, let H = HH∗(A), and if char(k) = 2, let H = HHev(A), the subalgebra of
HH∗(A) generated by all homogeneous elements of even degree. Then H0 =
HH0(A) and H is commutative since HH∗(A) is graded commutative. In
addition, H is finitely generated: take a finite set of homogeneous generators
of HH∗(A), and replace those of odd degree by all products of pairs of odd
degree generators. The resulting finite set generates H. So (fg1) holds.
Condition (fg2) also holds since H is a subalgebra of HH∗(A) and we have
assumed that Ext∗A(A/r, A/r) is finitely generated over the noetherian ring
HH∗(A).

Conversely, assume there is a graded subalgebra H of HH∗(A) that satis-
fies (fg1) and (fg2). Note that (fg2) is precisely condition (i) of Lemma 8.2.5.
By Lemma 8.2.5(iii) with B = A, HH∗(A) is a finitely generated H-module,
and so it is finitely generated as an algebra (take the algebra generators of H
together with the H-module generators of HH∗(A)). Since Ext∗A(A/r, A/r)
is finitely generated as an H-module, it will be finitely generated as an
HH∗(A)-module, and so condition (fg) holds. �
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We will be interested in the maximal ideal spectrum ofH and of HH∗(A).
Due to (graded) commutativity of these algebras, in either case the nilpotent
elements constitute an ideal that is contained in all maximal ideals. Thus
for the purpose of considering the maximal ideal spectrum, we may as well
work with the quotient by this ideal. The following theorem, due to Snashall
and Solberg [201, Proposition 4.6], gives some information about nilpotent
elements of HH∗(A). We will need the notion of the radical of an ideal I of
a (graded) commutative ring R, that is,

√
I = {x ∈ R | xn ∈ I for some positive integer n}.

By Corollary 2.5.9 with M = A/r, the map φA/r defined in (2.5.3) is a ring
homomorphism from HH∗(A) to Ext∗A(A/r, A/r) with image in the graded
center. We now examine this ring homomorphism further.

Theorem 8.2.6. Let N be the ideal of HH∗(A) generated by all homoge-
neous nilpotent elements. Then

N =
√
Ker(φA/r).

Proof. A nilpotent element is in the radical of every ideal by definition,

so the containment N ⊆
√
Ker(φA/r) is automatic. It remains to prove

that Ker(φA/r) ⊆ N , and the containment
√

Ker(φA/r) ⊆ N will follow

since N contains all nilpotent elements. Let η be a homogeneous element in
Ker(φA/r), and suppose η is represented by a function f : Pm → A, where
P � is a projective resolution of A as an Ae-module. Since φA/r(η) = 0, at the
chain level, φA/r(f) has image in r. For each m, the power ηm is represented
by fm, whose image is thus in rm. Since r is a nilpotent ideal, it follows that
η is nilpotent. �

Exercise 8.2.7. Let A = k[x]/(xn). Use the results of Example 2.5.10
to give the structure of HH∗(A), of Ext∗A(A/r, A/r), and the action of the
former on the latter, thus verifying directly that A satisfies condition (fg).

Exercise 8.2.8. Let A = k[x]/(xn). Find a graded subalgebraH of HH∗(A)
that satisfies conditions (fg1) and (fg2) of Theorem 8.2.3.

Exercise 8.2.9. Verify the last statement in the proof of Lemma 8.2.4, that
the actions correspond.

Exercise 8.2.10. Let A = k[x]/(xn). What is the ideal N of HH∗(A)
generated by all homogeneous nilpotent elements?
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8.3. Support varieties

We are now ready to define support varieties. Assume the finite-dimensional
algebra A satisfies condition (fg) of the previous section. Applying Theo-
rem 8.2.3, we fix a subalgebra H of HH∗(A) for which conditions (fg1) and
(fg2) hold. We do not assume that A is indecomposable, as is done in
some of the references. The main difference is that in applications, it may
be necessary to keep track of extra points in support varieties of noninde-
composable modules, corresponding to idempotents in A that are not in
the annihilators of the modules. Specifically, as in isomorphism (1.2.5), the
Hochschild cohomology ring of A decomposes as a direct sum of Hochschild
cohomology rings of the algebras ejA, where {e1, . . . , ei} is a set of orthogo-
nal central idempotents of A for which 1 = e1+ · · ·+ei. Assuming that each
ej is primitive, that is, it is not the sum of two nonzero orthogonal central
idempotents, the algebras ejA are themselves indecomposable.

For finite-dimensional A-modules M,N , let IH(M,N) be the annihilator
in H of Ext∗A(M,N), that is,

IH(M,N) = {α ∈ H | α · β = 0 for all β ∈ Ext∗A(M,N)},
where the (left) action of the subalgebra H of HH∗(A) on Ext∗A(M,N) is
defined in Section 2.5. By its definition, IH(M,N) is an ideal of H. Let
IH(M) = IH(M,M). There is an analogous definition of support variety of
a right module, and we will sometimes use it as well.

Definition 8.3.1. Let M,N be finite-dimensional A-modules. The support
variety of the pair M,N is

VH(M,N) = VH(IH(M,N)) ∼= Max(H/IH(M,N)),

the maximal ideal spectrum of the quotient ring H/IH(M,N). The support
variety of M is VH(M) = VH(M,M).

Note that by its definition, a support variety may be canonically identi-
fied with a subvariety of Max(H), the maximal ideal spectrum of H.

Example 8.3.2. Let A = k[x]/(xn). Let M = k, the trivial module (on
which x acts as 0). As we saw in Example 2.5.10, Ext∗A(k, k) is isomorphic to
k[y] in case n = 2 and is isomorphic to k[y, z]/(y2) otherwise. We also found
the image of HH∗(A) in Ext∗A(k, k) under the map φk defined in (2.5.3).
Let H = HH∗(A) in characteristic 2 and H = HHev(A) otherwise, where
HHev(A) is the subalgebra of HH∗(A) generated by homogeneous elements
of even degree. In both cases, H/IH(k) has Krull dimension 1 and so VH(k)
is a line.

The following lemma gives a relationship between the support variety of
a pair of modules and the support varieties of the modules.
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Lemma 8.3.3. For all finite-dimensional A-modules M and N ,

VH(M,N) ⊆ VH(M) ∩ VH(N).

Proof. This is true by the definitions. The (left) action of H on the space
Ext∗A(M,N) factors through that on Ext∗A(N,N). By Theorem 2.5.5, this
is the same, up to a sign, as a right action factoring through that on
Ext∗A(M,M), which in turn is the same, up to a sign, as a left action on
Ext∗A(M,M). �

Let IrrA denote a set of representatives of isomorphism classes of simple
A-modules. The following lemma gives a relationship between the support
variety of a module and those of the simple A-modules, and a relationship
among support varieties for modules in a short exact sequence. Recall that
r = rad(A) denotes the Jacobson radical of A.

Proposition 8.3.4. Let M,M1,M2,M3 be finite-dimensional A-modules.
Then:

(i) VH(M) =
⋃

S∈Irr(A) VH(M,S) =
⋃

S∈Irr(A) VH(S,M).

(ii) If 0 → M1 → M2 → M3 → 0 is a short exact sequence, then

VH(Mi) ⊆ VH(Mj) ∪ VH(Ml)

whenever {i, j, l} = {1, 2, 3}.
(iii) VH(M) = VH(M,A/r) = VH(A/r,M).

Proof. (i) If 0 → U ′ → U → U ′′ → 0 is a short exact sequence of A-
modules, then VH(M,U) ⊆ VH(M,U ′)∪VH(M,U ′′) since the annihilator in
H of Ext∗A(M,U) contains the product of the annihilators of Ext∗A(M,U ′)
and Ext∗A(M,U ′′) in light of the first long exact sequence for Ext (Theo-
rem A.4.4). Therefore VH(M,N) ⊆

⋃
S VH(M,S), the union over all sim-

ple modules in a composition series for M , and similarly the containment
VH(M,N) ⊆

⋃
S VH(S,N) holds. SettingM = N and VH(M) = VH(M,M),

Lemma 8.3.3 establishes the required reverse containments.

(ii) The above argument using the first long exact sequence for Ext
(Theorem A.4.4) shows that VH(Mi) ⊆ VH(Mi,Mj) ∪ VH(Mi,Ml), and this
is contained in VH(Mj) ∪ VH(Ml) by Lemma 8.3.3.

(iii) By the above arguments, VH(M) ⊆ VH(M,A/r) and VH(M) ⊆
VH(A/r,M). On the other hand, by Lemma 8.3.3, the reverse inclusions
also are true. �

We will need the notions of projective cover and minimal projective reso-
lution. For a finite-dimensional algebra A with Jacobson radical r = rad(A),
we may take the following definitions, equivalent to those in Section A.2. For
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an A-module M , write rad(M) = rad(A)M , the radical of M . A projective
cover of M is a projective A-module P for which P/ rad(P ) ∼= M/ rad(M).
A minimal projective resolution P � of M is one for which P0 is a projective
cover of M and Pn is a projective cover of Kn for all n ≥ 1, where Kn is the
nth syzygy module (notation as in Section A.2). Note this implies that Kn

embeds into rad(Pn−1) for all n ≥ 1. We will also need the following property
of projective modules for finite-dimensional algebras. A finite-dimensional
projective A-module P is a direct sum of copies of the projective covers of
simple modules. (See, e.g., [11, Corollary 4.5].)

Next we define the complexity of an A-moduleM and derive a connection
to the dimension of its support variety.

Definition 8.3.5. Let · · · → P1 → P0 → M → 0 be a minimal projec-
tive resolution of a finite-dimensional A-module M , and view

⊕
i≥0 Pi as a

graded vector space. The complexity of M is cxA(M) = γ(P �) = γ(
⊕

i≥0 Pi),

the rate of growth of the resolution (see Definition 8.1.5).

Recall that the dimension of VH(M) is given by Definition 8.1.3, equiva-
lently by Definition 8.1.4 as the Krull dimension of H/IH(M), equivalently
by Definition 8.1.5 as the rate of growth of H/IH(M). The following the-
orem makes a connection with the rate of growth of a minimal projective
resolution.

Theorem 8.3.6. Let M be a finite-dimensional A-module. Then

dimVH(M) = cxA(M).

Proof. The proof is essentially the same as that of [22, Proposition 5.7.2],
which is the case that A is a group algebra of a finite group. By Lemma
8.2.5(ii), Ext∗A(M,M) is finitely generated as a module over H/IH(M). It
follows that

dimVH(M) = γ(H/IH(M)) = γ(Ext∗A(M,M)).

We will show that γ(Ext∗A(M,M)) = γ(P �), where P � is a minimal projective
resolution of the A-module M . This is by definition cxA(M).

Let Kn denote the nth syzygy module of P �. For any simple A-module
S, the multiplicity of its projective cover P (S) as a direct summand of Pn

is

dimk(HomA(Pn, S)) = dimk(HomA(Kn, S)) = dimk(Ext
n
A(M,S))

since S ∼= P (S)/ rad(P (S)), the radical r acts trivially on S, and Kn embeds
into rad(Pn−1) for all n ≥ 1. So

dimk Pn =
∑

S∈Irr(A)

dimk P (S) · dimk(Ext
n
A(M,S)).
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It follows that

γ(P �) ≤ max{γ(Ext∗A(M,S)) | S ∈ Irr(A)}.

Now for each simple A-module S, the action of H on Ext∗A(M,S) factors
through Ext∗A(M,M), and both are finitely generated as H-modules. There-
fore

γ(Ext∗A(M,S)) ≤ γ(Ext∗A(M,M))

for each S. It follows that γ(P �) ≤ γ(Ext∗A(M,M)). On the other hand, by
definition of Ext,

dimk Ext
n
A(M,M) ≤ dimk Homk(Pn,M) = dimk(Pn) dimk(M)

for each n, and so γ(Ext∗A(M,M))≤γ(P �). It follows that γ(Ext∗A(M,M)) =
γ(P �), and this is by definition the complexity of M . �

Remark 8.3.7. For completeness, we mention a duality result, although
we will not use it. For each A-module M , let D(M) = Homk(M,k), an Aop-
module with action given by (a · f)(m) = f(a ·m) for all a ∈ A, f ∈ D(M),
and m ∈ M . It can be shown that VH(M) = VH(D(M)) for all finite-
dimensional A-modules M (see [201, Proposition 3.5]).

Exercise 8.3.8. Verify some details of Example 8.3.2: find IH(k) explicitly
and show that H/IH(k) has Krull dimension 1.

Exercise 8.3.9. Let A = k[x]/(xn), and let k be the A-module on which x
acts as 0. Let H be as in Example 8.3.2. Verify directly that dimVH(k) =
cxA(k) by finding the rate of growth of a minimal projective resolution of k
and comparing with Exercise 8.3.8.

8.4. Self-injective algebras and realization

For the rest of this chapter, assume A is a finite-dimensional self-injective
algebra satisfying condition (fg) from Section 8.2. A self-injective algebra A
is one for which the left A-module A, under multiplication, is an injective
A-module. Some examples of self-injective algebras are finite group algebras
and finite-dimensional Hopf algebras.

Fix a subalgebra H of HH∗(A) satisfying conditions (fg1) and (fg2) of
Theorem 8.2.3. Under these conditions, in Theorem 8.4.4 below we state a
tensor product property that has some important consequences. First we
characterize the support varieties of projective modules.

Lemma 8.4.1. Let M be a finite-dimensional A-module. Then M is pro-
jective if and only if dimVH(M) = 0.
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Proof. If M is projective, then 0 → M → M → 0 is a projective resolution
of M , and so it must be that cxA(M) = 0. By Theorem 8.3.6, dimVH(M) =
cxA(M) = 0. Conversely, assume dimVH(M) = 0, that is, cxA(M) = 0, so
that if P � is a minimal projective resolution of M , then Pn = 0 for some n.
That is,

0 → Pn−1 → · · · → P0 → M → 0

is a projective resolution of M . Since A is self-injective, each Pi is also
injective, so the sequence splits. Thus M is a direct summand of P0, and so
is projective. �

The Heller operator Ω = ΩA of the following lemma is defined in Sec-
tion A.2. We assume, without loss of generality, that it refers specifically
to the syzygy module of a projective cover in this setting of self-injective
algebras.

Lemma 8.4.2. Let M be a finite-dimensional indecomposable A-module.
Then VH(M) = VH(ΩAM).

Proof. Let P be a projective cover of the A-moduleM , so that P/ rad(P ) ∼=
M/ rad(M). Since M is indecomposable, there is a unique primitive central
idempotent ej of A for which ejM = M and ejP = P . By the Wedderburn
Theorem, VH(P ) consists of precisely one point corresponding to ej that is
also in VH(M) and in VH(ΩAM). Now apply Proposition 8.3.4(ii) to the
sequence 0 → ΩAM → P → M → 0. �

Next we give a realization result, namely that any closed homogeneous
subvariety of Max(H) is the support variety of some A-module. This makes
use of some bimodules attached to elements of H, analogous to Carlson’s
modules Lζ in the group algebra case (see, e.g., [22, §5.9]). We follow the
treatment of these modules in [65] for self-injective algebras.

Let P � be a minimal resolution of A as an Ae-module. Let η ∈ HHn(A),
n ≥ 1, so that η is represented by an element η̂ of the space HomAe(Ωn

AeA,A).
Define the Ae-moduleMη to be the pushout (see Section A.1) of the inclusion
Ωn
AeA ↪→ Pn−1 and η̂ : Ωn

AeA → A. By definition of pushout, there is a
commuting diagram with both rows exact:

0 �� Ωn
AeA ��

η̂

��

Pn−1
��

��

Ωn−1
Ae A ��

1
��

0

0 �� A �� Mη
�� Ωn−1

Ae A �� 0

Note that Mη is projective as a right A-module and as a left A-module by its

definition, since both A and Ωn−1
Ae A have this property. We will frequently
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use the bottom row of the diagram, the short exact sequence

(8.4.3) 0 → A → Mη → Ωn−1
Ae A → 0.

In the following theorem, by VH(η), we mean the variety of the ideal (η)
generated by η, that is, all maximal ideals containing η.

Theorem 8.4.4. Let M be an A-module and η ∈ HHn(A), n ≥ 1. Then

VH(Mη ⊗A M) = VH(η) ∩ VH(M).

Proof. For the proof, we may assume that M is indecomposable so that it
is a module for Aej for some primitive central idempotent ej of A, and that
η ∈ HH∗(ejA). (See isomorphism (1.2.5) for the decomposition of HH∗(A)
into a direct sum of such components.)

By the definitions, a maximal ideal m of H is in VH(M,N) if and only
if IH(M,N) ⊆ m if and only if Ext∗A(M,N)m = 0, where Ext∗A(M,N)m is
the localization at m of Ext∗A(M,N).

By Proposition 8.3.4(i), VH(Mη ⊗A M) =
⋃

S∈Irr(A) VH(Mη ⊗A M,S).

We will first show that for each simple A-module S,

VH(η) ∩ VH(M,S) ⊆ VH(Mη ⊗A M,S),

from which it will follow that VH(η) ∩ VH(M) ⊆ VH(Mη ⊗A M).

Let m be a maximal ideal in VH(η) ∩ VH(M,S), that is, m contains (η)
and IH(M,S). We want to show that IH(Mη⊗AM,S) ⊆ m. Suppose this is
not true. Then after localization, Ext∗A(Mη ⊗A M,S)m = 0. Apply −⊗A M
to the short exact sequence (8.4.3). Since each Ae-module in the sequence
is free as a right A-module, we obtain a short exact sequence of A-modules,

(8.4.5) 0 → M → Mη ⊗A M → Ωn−1
Ae A⊗A M → 0.

For each simple A-module S, apply Ext∗A(−, S) and consider the correspond-
ing second long exact sequence for Ext (Theorem A.4.5). By dimension
shifting (Theorem A.3.3) and the observation that Ωn−1

Ae A⊗AM and Ωn−1
A M

agree up to projective direct summands, it is:

(8.4.6) · · · → Exti+n−1
A (M,S)

φ−→ ExtiA(Mη⊗AM,S) −→ ExtiA(M,S)
η̃−→

Exti+n
A (M,S) → · · · ,

where η̃ is the action of η on Ext∗A(M,S). Let z ∈ Exti+n−1
A (M,S), and

consider φ(z) ∈ ExtiA(Mη ⊗A M,S). Since Ext∗A(Mη ⊗A M,S)m = 0 by
assumption, there is a homogeneous element a ∈ m such that φ(az) =
aφ(z) = 0. In light of the above long exact sequence, az = η̃(y) for some

y ∈ Ext
|a|+i
A (M,S). Upon localizing, we have z = a−1η̃(y), so

Ext∗A(M,S)m = η̃(Ext∗A(M,S)m).
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Since η ∈ m and Ext∗A(M,S) is finitely generated over H, it now follows
by Nakayama’s Lemma that Ext∗A(M,S)m = 0. This contradicts the as-
sumption that IH(M,S) ⊆ m. So IH(Mη ⊗A M,S) ⊆ m, and therefore
VH(η)∩ VH(M,S) ⊆ VH(Mη ⊗A M,S), as claimed. Thus VH(η)∩ VH(M) ⊆
VH(Mη ⊗A M).

To prove the reverse inclusion VH(Mη ⊗A M) ⊆ VH(η) ∩ VH(M), we
will first show that VH(Mη ⊗A M) ⊆ VH(η). By Proposition 8.3.4(i), it
suffices to show that VH(S,Mη ⊗A M) ⊆ VH(η) for each simple A-module
S. Equivalently, it suffices to show that if Ext∗A(S,Mη ⊗A M)m = 0 for a
maximal ideal m of H, then η ∈ m. Suppose on the contrary that η ∈ m.
Then multiplication by η induces an isomorphism on Ext∗A(S,Mη ⊗A M)m
since it is invertible in Hm. As localization is exact, existence of the short
exact sequence (8.4.3) implies that Ext∗A(S,Mη ⊗A M)m is the kernel of the
isomorphism η : Ext∗A(S,M)m → Ext∗+n

A (S,M)m. So Ext∗A(S,Mη⊗AM)m =
0, as desired.

Finally we will show that VH(Mη ⊗A M) ⊆ VH(M). This is true by
Proposition 8.3.4(ii) and Lemma 8.4.2 applied to the sequence (8.4.5) since
Ωn
AeA⊗A M is the same as Ωn

AM up to projective direct summands. �

We obtain the aforementioned realization result as a corollary.

Corollary 8.4.7. For any homogeneous ideal I of H, there exists an A-
module M such that VH(M) = VH(I).

Proof. Let I be a homogeneous ideal of H. Since H is noetherian, I is
finitely generated by homogeneous elements, say I = (η1, . . . , ηr). Let

M = Mη1 ⊗A · · · ⊗A Mηr ⊗A A/r.

Then VH(M) = VH(I) by Theorem 8.4.4. �
Exercise 8.4.8. Let A = k[x]/(xn). Find ΩAk, where k is an A-module on
which x acts as 0. Letting H be as in Example 8.3.2, verify directly that
VH(k) = VH(ΩAk).

Exercise 8.4.9. In the long exact sequence (8.4.6), verify that η̃ is indeed
the action of η on Ext∗A(M,S) as claimed.

8.5. Self-injective algebras and indecomposable modules

We continue under the assumption thatA is a finite-dimensional self-injective
algebra satisfying condition (fg) from Section 8.2. In accordance with Theo-
rem 8.2.3, fix a subalgebra H of HH∗(A) for which conditions (fg1) and (fg2)
hold. A consequence of Theorem 8.5.6 below is that the support variety of
an indecomposable module is connected. (More precisely, the corresponding
projective variety is connected.) We will introduce periodic modules and see
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that the indecomposable periodic modules are those whose support varieties
have dimension 1. These results appeared in [65], based on techniques from
support variety theory for finite groups in [44–46,62].

We will need some lemmas. For each A-module M , let

M# = HomA(M,A),

an Aop-module under the action (af)(m) = f(am) for all a ∈ Aop, m ∈ M ,
and f ∈ HomA(M,A). We may view M# alternatively as a right A-module
via (fa)(m) = f(am), and consider the action of H on Ext∗A(M

#,M#).
Note that (M#)# ∼= M .

Lemma 8.5.1. Let M be a finite-dimensional A-module. Then

VH(M) = VH(M#).

Proof. The proof uses properties of the duality ( )# and adjoint functors,
similarly to the proof of Lemma 8.2.4; see [201, Proposition 3.6] for details.
We give only an outline here. Let P � be a minimal projective resolution of
A as an Ae-module. Let η ∈ IH(M), so that η⊗1M : Pn⊗AM → M factors
through dn⊗1M : Pn⊗AM → Pn−1⊗AM . Consider 1M#⊗Aη : M#⊗APn →
M#. We wish to show that 1M# ⊗A η factors through 1M# ⊗ dn. This is a
consequence of a sequence of isomorphisms for all i:

HomAop(M# ⊗A Pi,M
#) ∼= HomA(M,HomAop(M# ⊗A Pi, A))

∼= HomA(M,HomA(Pi,M))

∼= HomA(Pi ⊗A M,M).

�

For the next lemma, recall the definition of the modules Mη via se-
quence (8.4.3) as part of a pushout diagram.

Lemma 8.5.2. Let η be a homogeneous element of H of positive degree n,
and let M be a finite-dimensional A-module. Then η ∈ IH(M) if and only
if

Mη ⊗A M ∼= M ⊕ Ωn−1
A (M)⊕Q

for some projective A-module Q.

Proof. We may assume M is nonprojective, as the lemma is automatically
true in case M is projective. Let η ∈ Hn, represented by an element of
HomAe(Ωn

AeA,A) ∼= Ext1Ae(Ωn−1
Ae A,A) (see Theorem A.3.3). Note that η ∈

IH(M) if and only if the sequence (8.4.5) splits, that is, if and only if

Mη ⊗A M ∼= M ⊕ (Ωn−1
Ae A⊗A M).

Since Ωn−1
Ae A ⊗A M and Ωn−1

A M agree up to projective direct summands,
the statement follows. �
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As a consequence of the lemma, we next show a connection between
the intersection of support varieties of two modules and their generalized
extensions.

Lemma 8.5.3. Let M,N be finite-dimensional A-modules. If

dim(VH(M) ∩ VH(N)) = 0,

then ExtiA(M,N) = 0 for all i > 0.

Proof. Since H is noetherian, IH(M) is finitely generated by homogeneous
elements. Suppose IH(M) = (η1, . . . , ηr). By Lemma 8.5.2 and induction on
r, up to projective direct summands, the A-module M is a direct summand
of

Mη1 ⊗A · · · ⊗A Mηr ⊗A M.

So ExtiA(M,N) is a direct summand of

ExtiA(Mη1 ⊗A · · · ⊗A Mηr ⊗A M,N),

and this Ext space is isomorphic to

ExtiA(M, (Mη1 ⊗A · · · ⊗A Mηr)
# ⊗A N)

by an argument similar to the proof of Lemma 8.2.4. Also,

ExtiA(A/r, (Mη1 ⊗A · · · ⊗A Mηr)
# ⊗A N)

∼= ExtiA(Mη1 ⊗A · · · ⊗A Mηr ⊗A A/r, N).

So VH((Mη1 ⊗A · · · ⊗A Mηr)
# ⊗A N) is contained in the intersection of the

varieties VH(N) and VH((Mη1 ⊗A · · ·⊗AMηr)⊗AA/r), by Lemma 8.3.3 and
Proposition 8.3.4(iii). The latter is contained in VH(M) by Theorem 8.4.4,
since IH(M) = (η1, . . . , ηr), so by hypothesis, the variety of the A-module
(Mη1 ⊗A · · · ⊗A Mηr)

# ⊗A N has dimension 0. It follows that the module is
projective by Lemma 8.4.1, and therefore it is injective, and so

ExtiA(M, (Mη1 ⊗A · · · ⊗A Mηr)
# ⊗A N) = 0

for all i > 0. The same is then true of the direct summand ExtiA(M,N). �

We need one more lemma before stating the main theorem of this section.
The lemma states existence of a short exact sequence corresponding to two
homogeneous elements of H.

Lemma 8.5.4. Let η1 ∈ Hm and η2 ∈ Hn. There is a projective Ae-module
P for which there is a short exact sequence

0 → Ωn
Ae(Mη1) → Mη2η1 ⊕ P → Mη2 → 0.
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Proof. Starting with the short exact sequence (8.4.3) with n replaced by m
and η by η1, we claim that there are projective Ae-modules Q,Q′ for which
there is an exact sequence

(8.5.5) 0 → ΩAe(Mη1)⊕Q′ → Ωm
Ae(A)⊕Q → A → 0,

where the map Ωm
Ae(A) → A is η̂1. To see this, first recall the defini-

tion (8.4.3) of Mη1 via a pushout diagram. In accordance with the expres-
sion (A.1.2) of a pushout module, since Ωm

Ae(A) maps injectively to Pm−1,
there is a short exact sequence

0 → Ωm
Ae(A) → A⊕ Pm−1 → Mη1 → 0.

Let P be a projective cover of Mη1 , with kernel ΩAe(Mη1), expressed as a
short exact sequence 0 → ΩAe(Mη1) → P → Mη1 → 0. This sequence maps
to the previous short exact sequence, where Mη1 is mapped to itself by the
identity map, since P is projective:

0 �� ΩAe(Mη1)
��

��

P

��

�� Mη1
��

1

��

0

0 �� Ωm
Ae(A) �� A⊕ Pm−1

�� Mη1
�� 0

It may be checked that the leftmost square is a pullback diagram, and so
there is a short exact sequence

0 → ΩAe(Mη1) → Ωm
Ae(A)⊕ P → A⊕ Pm−1 → 0.

Split off the direct summand Pm−1 of A ⊕ Pm−1. Any projective direct
summand of Ωm

Ae(A) that is lost in the process can be added back in, by
adding it instead to ΩAe(Mη1), in order to preserve Ωm

Ae(A), resulting in a
sequence of the form (8.5.5), as claimed.

Now η̂2η1 is the composition η̂2(η̂1)n, where (η̂1)n may be viewed as a
map from Ωm+n

Ae A to Ωm
AeA. Therefore, there is a commutative diagram with

exact rows:

0 �� A ��

1

��

Mη2η1
��

��

Ωm+n−1
Ae A ��

��

0

0 �� A �� Mη2
�� Ωn−1

Ae A �� 0

Apply the Horseshoe Lemma (Lemma A.4.3) to the sequence (8.5.5) to see
that there is a projective module P ′ such that the map

Ωm+n−1
Ae A⊕ P ′ → Ωn−1

Ae A

is surjective, with kernel Ωn
Ae(Mη1). Now in the above diagram, replace

Mη2η1 with Mη2η1 ⊕ P ′ and Ωm+n−1
Ae A with Ωm+n−1

Ae A ⊕ P ′. We have just
identified the kernel of the resulting rightmost vertical map as Ωn

Ae(Mη1).
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By the Snake Lemma (Lemma A.4.1), the kernel of the middle vertical map
is also Ωn

Ae(Mη1), completing the proof. �

We are now ready to state the main theorem of this section.

Theorem 8.5.6. Let A be a finite-dimensional self-injective algebra satis-
fying condition (fg), and let H be a subalgebra of HH∗(A) satisfying con-
ditions (fg1) and (fg2) of Theorem 8.2.3. Let M be a finite-dimensional
A-module for which VH(M) = V1 ∪ V2 for some homogeneous varieties V1

and V2 with dim(V1 ∩ V2) = 0. Then there are A-modules M1 and M2 with
VH(M1) = V1, VH(M2) = V2, and M ∼= M1 ⊕M2.

A consequence of the theorem is that the projective variety of an inde-
composable module is connected, where the projective variety of H is the
space of lines through the origin in Max(H) and that of a module M is
lines through the origin in Max(H/IH(M)). This makes sense as IH(M) is
a homogeneous ideal by its definition.

Proof. Let m1 = dimV1 and m2 = dimV2. We will prove the statement by
induction on m1 +m2. If m1 = 0 or m2 = 0, the result is clear, so assume
m1 > 0 and m2 > 0. Then there are homogeneous elements η1 and η2 of H
such that V1 ⊆ VH(η1), V2 ⊆ VH(η2), and

dim(V2 ∩ VH(η1)) = m2 − 1, dim(V1 ∩ VH(η2)) = m1 − 1.

Now VH(η2η1) = VH(η1) ∪ VH(η2) ⊇ V1 ∪ V2 = VH(M), so (η2η1)
s ∈ IH(M)

for some s. We may assume η2η1 ∈ IH(M) by replacing each ηi with ηsi if
s > 1. By Lemma 8.5.2,

Mη2η1 ⊗A M ∼= M ⊕ Ωn−1
A M ⊕Q

for some projective A-module Q. By Lemma 8.5.4, there is a short exact
sequence

0 → Ωn
AeMη1 → Mη2η1 ⊕ P → Mη2 → 0

for some projective Ae-module P . Apply −⊗AM to this sequence to obtain

0 → Ωn
AeMη1 ⊗A M → (Mη2η1 ⊗A M)⊕ (P ⊗A M) → Mη2 ⊗A M → 0.

Replacing Mη2η1 ⊗A M via the above isomorphism, we have a short exact
sequence

(8.5.7)
0 → Ωn

AeMη1 ⊗A M →M ⊕ Ωn−1
A M ⊕Q⊕ (P ⊗A M)

→ Mη2 ⊗A M → 0.

By Theorem 8.4.4,

VH(Mη2 ⊗A M) = VH(η2) ∩ VH(M)

= VH(η2) ∩ (V1 ∪ V2)

= (VH(η2) ∩ V1) ∪ V2,
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as V2 ⊆ VH(η2). The intersection of the varieties VH(η2) ∩ V1 and V2 is
contained in V1 ∩ V2, and thus has dimension 0. Further, the sum of the
dimensions of these two varieties ism1−1+m2. By the induction hypothesis,
Ωn
AeMη1 ⊗AM ∼= N1⊕N2 for A-modules N1, N2 with VH(N1) = VH(η2)∩V1

and VH(N2) = V2. We also find that by Theorem 8.4.4 similarly,

VH(Ωn
AeMη1 ⊗A M) = VH(η1) ∩ VH(M) = V1 ∪ (VH(η1) ∩ V2),

and so Ωn
AeMη1 ⊗A M ∼= N ′

1 ⊕N ′
2 for A-modules N ′

1, N
′
2 with VH(N ′

1) = V1

and VH(N ′
2) = VH(η1) ∩ V2. Thus the sequence (8.5.7) may be rewritten

(8.5.8) 0 → N1 ⊕N2 → X → N ′
1 ⊕N ′

2 → 0

for X = M ⊕ Ωn−1
A M ⊕Q⊕ (P ⊗A M).

Now VH(N ′
1) ∩ VH(N2) = V1 ∩ V2, which has dimension 0, and so by

Lemma 8.5.3, ExtiA(N
′
1, N2) = 0 for all i > 0. Similarly, VH(N1)∩VH(N ′

2) ⊆
V1 ∩ V2, and so has dimension 0, so ExtiA(N

′
2, N1) = 0 for all i > 0. Then

Ext1A(N
′
1 ⊕N ′

2, N1 ⊕N2) ∼= Ext1A(N
′
1, N1)⊕ Ext1A(N

′
2, N2)

and so (8.5.8) is a direct sum of two sequences 0 → N1 → N ′′
1 → N ′

1 → 0
and 0 → N2 → N ′′

2 → N ′
2 → 0. Moreover, VH(N ′′

1 ) ⊆ V1 and VH(N ′′
2 ) ⊆ V2.

Rewriting X as a direct sum:

M ⊕ Ωn−1
A M ⊕Q⊕ (P ⊗A M) ∼= N ′′

1 ⊕N ′′
2 .

Now P ⊗A M is a projective A-module, so

M ⊕ Ωn−1
A M ⊕Q′′ ∼= N ′′

1 ⊕N ′′
2

for some projective A-module Q′′. By the Krull-Schmidt Theorem, M ∼=
M1⊕M2 for some M1 and M2 with VH(M1) ⊆ VH(N ′′

1 ) ⊆ V1 and VH(M2) ⊆
VH(N ′′

2 ) ⊆ V2. By hypothesis, VH(M) = V1 ∪ V2, and this forces VH(M1) =
V1 and VH(M2) = V2. �

As a final topic, we consider periodic indecomposable modules.

Definition 8.5.9. An A-module M is periodic if Ωi
AM

∼= M as A-modules
for some i.

Example 8.5.10. The trivial module k for A = k[x]/(xn) is periodic, as
can be seen from our work in Example 2.5.10. If n = 2, the period is i = 1,
and if n > 2, the period is i = 2.

The following result characterizes indecomposable periodic modules.

Theorem 8.5.11. Let A be a finite-dimensional self-injective algebra satis-
fying condition (fg), and let H be a subalgebra of HH∗(A) satisfying condi-
tions (fg1) and (fg2) of Theorem 8.2.3. Let M be a finite-dimensional inde-
composable A-module. Then M is periodic if and only if dimVH(M) = 1.
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Proof. Assume M is periodic, so that Ωn
AM

∼= M for some n. Let ζ ∈
ExtnA(M,M) correspond to an isomorphism ζ̂ : Ωn

A(M)
∼−→ M . Let η ∈

ExtrA(M,M) be any homogeneous element and η̂ : Ωr
A(M) → M the cor-

responding map. Since Ωnr
A M ∼= M , the function η̂n : Ωnr

A M → M can be
identified with an element of HomA(M,M), a local ring since M is inde-
composable. Accordingly, η̂n is either an isomorphism or is nilpotent, and
moreover if it is an isomorphism, it must be a sum of a scalar multiple of ζ̂r

and a nilpotent element. It follows that Ext∗A(M,M) is a direct sum of k[ζ]
and a nilpotent ideal. Thus dim(VH(M)) = 1.

Conversely, assume dim(VH(M)) = 1. Then H/IH(M) has Krull dimen-
sion 1. By hypothesis, for all simple A-modules S, Ext∗A(M,S) is finitely
generated as a module over H/IH(M), and so is finitely generated over a
polynomial subring k[ζ] of H, for ζ a homogeneous element of some positive
degree n. By the classification of finitely generated modules over a principal
ideal domain, action by ζ is an isomorphism

ExtiA(M,S)
∼−→ Exti+n

A (M,S)

for sufficiently large i and all simple A-modules S. Let P � be a minimal
projective resolution of the A-module M . Then ExtiA(M,S) ∼= HomA(Pi, S)
for all i, and so there is an isomorphism

HomA(Pi, S)
∼−→ HomA(Pi+n, S)

for all i sufficiently large and all simple A-modules S. These homomorphism
spaces uniquely determine the projective A-modules Pi, and so Pi

∼= Pi+n for
all i sufficiently large, which further implies that Ωi

AM
∼= Ωi+n

A M . Choosing

just one such value of i, and applying Ω−i
A to this isomorphism, we have

M ∼= Ωn
AM . Thus M is periodic. �

There are many further applications of support varieties. For example,
all modules in a connected stable component of the Auslander-Reiten quiver
have the same variety [201, Theorem 3.7]. There is a connection to repre-
sentation type through complexity of modules [65, Section 5]. In some of
the best understood settings, some of the structure of module categories can
be understood using support variety theory (see, e.g., [23]).

Exercise 8.5.12. Let A = k[x]/(xn). Let M = k[x]/(xm) for some integer
m (2 ≤ m < n), considered to be an A-module via a quotient map and
multiplication. (The case m = 1 corresponds to the trivial module k.) Show
directly that M is periodic by examining its minimal projective resolution.
Compare with Theorem 8.5.11.
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Exercise 8.5.13. Suppose char(k) = 2 and A = k[x, y]/(x2, y2). Let k be
the A-module on which x and y both act as 0. Let H = HH∗(A).

(a) Show that k is not periodic by showing that dimVH(k) = 2 and
appealing to Theorem 8.5.11.

(b) Show that k is not periodic by examining its minimal projective
resolution.
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Chapter 9

Hopf Algebras

Hopf algebras comprise an important class of algebras that include group
algebras, universal enveloping algebras of Lie algebras, and quantum groups.
They act on rings, giving rise to extension rings such as smash and crossed
product rings and Hopf Galois extensions. In this chapter, we collect some
techniques for understanding homological information about Hopf algebras
and related ring extensions. We introduce the Hopf algebra cohomology ring
in Section 9.3 and prove that it embeds into the Hochschild cohomology ring
in Section 9.4. These rings and these embeddings have many applications,
for example: they aid exploration of support varieties of modules, as de-
fined in Chapter 8; they lead to better understanding of cup products in
Hochschild cohomology by way of cup products in Hopf algebra cohomol-
ogy, as discussed in Sections 9.4 and 9.5; they provide tools for constructing
spectral sequences, for example a spectral sequence relating the Hochschild
cohomology ring of a smash product to cohomology rings of its component
parts as we present in Section 9.6.

9.1. Hopf algebras and actions on rings

In this section we give a brief introduction to Hopf algebras and smash
product algebras. For details and more general notions such as crossed
product algebras and Hopf Galois extensions, see [162,182,192].

Let A be an algebra over the field k. Let π : A ⊗ A → A denote its
multiplication map, and let η : k → A denote its unit map (that is, the
embedding of the field k into A as scalar multiples of the multiplicative
identity). We consider the tensor product algebra A⊗A with its factorwise
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182 9. Hopf Algebras

multiplication: (a⊗ b)(c⊗ d) = ac⊗ bd for all a, b, c, d ∈ A. In the following
definition, we canonically identify the spaces k ⊗A and A⊗ k with A.

Definition 9.1.1. A Hopf algebra is an algebra A over k together with al-
gebra homomorphisms Δ : A → A⊗A (called coproduct or comultiplication)
and ε : A → k (called counit or augmentation) and an algebra antihomo-
morphism (that is, reversing order of multiplication) S : A → A (called
coinverse or antipode) such that

(Δ⊗ 1)Δ = (1⊗Δ)Δ,

(ε⊗ 1)Δ = 1 = (1⊗ ε)Δ,

π(S ⊗ 1)Δ = ηε = π(1⊗ S)Δ

as maps on A⊗A, where 1 denotes the identity map on A. The first equation
above is called coassociativity and we may view the last as stating that the
antipode S is the convolution inverse of the identity map. We say that A
is cocommutative if τΔ = Δ, where τ : A ⊗ A → A ⊗ A is the map that
interchanges tensor factors, that is, τ(a⊗ b) = b⊗ a for all a, b ∈ A.

It can be shown that the antipode S is a coalgebra antihomomorphism,
that is, ΔS = (S ⊗ S)τΔ and εS = ε. (See, for example, [182, Theo-
rem 7.1.14].)

Some examples of Hopf algebras are the following.

Example 9.1.2 (Group algebras). Let G be a group and A = kG, its group
algebra. Let Δ(g) = g ⊗ g, ε(g) = 1, and S(g) = g−1 for all g ∈ G. Then A
is a cocommutative Hopf algebra.

Example 9.1.3 (Universal enveloping algebras of Lie algebras). Let g be a
Lie algebra, and let A = U(g) be its universal enveloping algebra as defined
in Section 5.1. That is,

U(g) = T (g)/(x⊗ y − y ⊗ x− [x, y] | x, y ∈ g),

where T (g) denotes the tensor algebra of the underlying vector space of g.
Let Δ(x) = x ⊗ 1 + 1 ⊗ x, ε(x) = 0, and S(x) = −x for all x ∈ g. The
maps Δ and ε are extended to be algebra homomorphisms, and S to be an
algebra antihomomorphism. Then A is a cocommutative Hopf algebra.

Example 9.1.4 (Quantum enveloping algebras). Let A = Uq(g), a quantum
enveloping algebra. See, for example, [91] for the definition in the general
case. Here we give just one small example explicitly. Let q be a nonzero
scalar, q2 = 1. Let Uq(sl2) be the k-algebra generated by E,F,K±1 with
relations KK−1 = K−1K = 1, KE = q2EK, KF = q−2FK, and

EF = FE +
K −K−1

q − q−1
.
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Let Δ(E) = E ⊗ 1 + K ⊗ E, Δ(F ) = F ⊗ K−1 + 1 ⊗ F , Δ(K) =
K ⊗ K, ε(E) = 0, ε(F ) = 0, ε(K) = 1, S(E) = −K−1E, S(F ) = −FK,
and S(K) = K−1. Then A is a noncocommutative Hopf algebra. If q is a
primitive nth root of unity, n > 2, we may consider the quotient of Uq(sl2)
by the ideal generated by En, Fn, Kn − 1, denoted by uq(sl2). This quo-
tient is a finite-dimensional (that is, finite-dimensional as a vector space)
noncocommutative Hopf algebra, called a small quantum group.

Example 9.1.5 (Quantum elementary abelian groups). Let m and n be
positive integers, n ≥ 2. Let q be a primitive nth root of unity, and let A
be the k-algebra generated by x1, . . . , xm, g1, . . . , gm with relations xni = 0,
gni = 1, xixj = xjxi, gigj = gjgi, and gixj = qδi,jxjgi for all i, j. Let
Δ(xi) = xi ⊗ 1 + gi ⊗ xi, Δ(gi) = gi ⊗ gi, ε(xi) = 0, ε(gi) = 1, and
S(xi) = −g−1

i xi, S(gi) = g−1
i for all i. Then A is a finite-dimensional

noncocommutative Hopf algebra.

We will use some standard notation for the coproduct, called Sweedler
notation: write

Δ(a) =
∑
(a)

a1 ⊗ a2,

or simply
∑

a1⊗a2, where the notation a1, a2 for tensor factors is symbolic.
Some authors dispense with the summation symbol, writing a1⊗a2 to denote
this sum. Similarly write Δ(1 ⊗ Δ)(a) =

∑
a1 ⊗ a2 ⊗ a3, and note this is

the same as Δ(Δ ⊗ 1)(a) by coassociativity. The second two equations in
Definition 9.1.1 may now be rewritten as∑

ε(a1)a2 = a =
∑

a1ε(a2),∑
S(a1)a2 = ε(a) =

∑
a1S(a2)

for all a ∈ A, where we have identified k with its image in A under η.

If A is a finite-dimensional Hopf algebra, then its vector space dual
A∗ = Homk(A, k) is also a Hopf algebra under the duals of the defining maps
of A. That is, identifying (A⊗A)∗ canonically with A∗⊗A∗, multiplication
on A∗ is Δ∗, comultiplication is π∗, the unit map is ε∗, the counit map is η∗,
and the antipode is S∗. If A is an infinite-dimensional Hopf algebra, there
are meaningful dual Hopf algebras such as the finite dual (see [162]). If A
and B are Hopf algebras, then the tensor product algebra A ⊗ B is a Hopf
algebra with factorwise coproduct, counit, and antipode, and the opposite
algebra Aop is a Hopf algebra with the same coproduct, counit, and antipode
as A. In this way, Ae = A⊗Aop is also a Hopf algebra.
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An element h of a Hopf algebra A is a left integral of A if a · h = ε(a)h
for all a ∈ A. A right integral is defined similarly. It can be shown that the
spaces of left and right integrals of a finite-dimensional Hopf algebra are one
dimensional and are interchanged by the antipode. Maschke’s Theorem for
Hopf algebras states that a finite-dimensional Hopf algebra A is semisimple
if and only if ε(h) = 0 for a nonzero left (respectively, right) integral h.

A finite-dimensional Hopf algebra is a Frobenius algebra, and therefore
self-injective (see [162]). Specifically, a nonzero left integral λ in the dual
Hopf algebra A∗ gives rise to a nondegenerate associative bilinear form on A
given by (a, b) �→ λ(ab) for all a, b ∈ A. The left A-module A is isomorphic
to the left A-module given by the dual of the right A-module A, via the map
that takes a to φa, where φa(b) = λ(ba) for all a, b ∈ A.

The quantum elementary abelian groups in Example 9.1.5 are examples
of skew group algebras as defined in Section 3.5. We generalize skew group
algebras by defining smash products next.

Definition 9.1.6. Let A be a Hopf algebra. An A-module algebra is an
algebra R over k that is also an A-module for which

a · 1 = ε(a)1,

a · (rr′) =
∑

(a1 · r)(a2 · r′)

for all a ∈ A and r, r′ ∈ R. The smash product R#A of A with R is an
algebra that is R⊗A as a vector space, with multiplication defined by

(r ⊗ a)(r′ ⊗ a′) =
∑

r(a1 · r′)⊗ a2a
′

for all a, a′ ∈ A and r, r′ ∈ R.

By definition of multiplication on the smash product algebra, R and
A are both subalgebras of R#A. So it should cause no confusion if we
sometimes abuse notation and write r for r ⊗ 1 and a for 1⊗ a as elements
of R#A for r ∈ R and a ∈ A.

A more general construction than the smash product is a crossed product
involving cocycles, and both are examples of yet more general Hopf Galois
extensions. We will not use these more general notions in this book.

We rewrite an A-module algebra action of A on R as an internal action
within the smash product R#A: for each a ∈ A and r ∈ R, by the properties
of Hopf algebras and definition of multiplication in the smash product,

(a · r)⊗ 1 =
∑

((a1ε(a2)) · r)⊗ 1 =
∑

a1 · r ⊗ ε(a2)

=
∑

a1 · r ⊗ a2S(a3)

=
∑

(1⊗ a1)(r ⊗ 1)(1⊗ S(a2)).
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We call this an adjoint action of A. Written more compactly, the action of
A on R is given by a · r =

∑
a1rS(a2) in R#A for all a ∈ A, r ∈ R.

The quantum elementary abelian groups of Example 9.1.5 are smash
products of R = k[x1, . . . , xm]/(xn1 , . . . , x

n
m) with A = kG, where G =

〈g1, . . . , gm〉 is a direct product of cyclic groups 〈gi〉, each of order n, acting
by gi · xj = qδijxj . Skew group algebras (Section 3.5) are all smash prod-
uct algebras; specifically, R � G ∼= R#kG. For an example in which the
Hopf algebra is not a group algebra, take A = Uq(sl2) from Example 9.1.4,
R = k〈x, y〉/(xy − qyx), and E · x = 0, E · y = x, F · x = y, F · y = 0,
K±1 · u = q±1u, K±1 · v = q∓1v. These actions extend to an action of A
on R under which R is an A-module algebra, and we may form the smash
product algebra R#A.

Exercise 9.1.7. Use Sweedler notation to rewrite the condition that the
antipode S is a coalgebra antihomomorphism; in particular, rewrite the
equation ΔS = (S ⊗ S)τΔ.

Exercise 9.1.8. Let G be a finite group and A = kG. What is the structure
of the dual Hopf algebra A∗? Describe multiplication, unit, comultiplication,
counit, and antipode in terms of the basis dual to G.

Exercise 9.1.9. Let G be a finite group and A = kG. Show that
∑

g∈G g
is a left integral, and that any left integral is a scalar multiple of this one.

Exercise 9.1.10. Verify that R and A are indeed both subalgebras of the
smash product algebra R#A.

Exercise 9.1.11. Let G be a group. Show that a kG-module algebra R is
simply an algebra R with action of G by algebra automorphisms, and that
the smash product R#kG given by Definition 9.1.6 is precisely the skew
group algebra defined in Section 3.5.

Exercise 9.1.12. Let g be a Lie algebra. Show that a U(g)-module algebra
R is simply an algebra R with action of g by derivations. What is the
structure of the smash product R#U(g)?

Exercise 9.1.13. Verify that the quantum plane R = k〈x, y〉/(xy− qyx) is
indeed a Uq(sl2)-module algebra under the action given at the end of this
section.

9.2. Modules for Hopf algebras

Modules for a Hopf algebra A have some important properties: tensor prod-
ucts (over k) of A-modules are A-modules, and Homs (over k) of A-modules
are A-modules. The category of A-modules is a tensor category [71]. In this
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section, we define the relevant module structures and relationships among
them.

We work primarily with left modules as before, and the term module
will mean left module if not otherwise specified. However, we will also need
right modules in Section 9.6, and we include some discussion in this section
of the properties of right modules that we will need there.

Given a Hopf algebra A, the field k is an A-module via the counit ε,
sometimes called the trivial module, that is, a · c = ε(a)c for all a ∈ A, c ∈ k.
For any two A-modules V and W , their vector space tensor product V ⊗W
is an A-module via the coproduct Δ:

(9.2.1) a · (v ⊗ w) =
∑

(a1 · v)⊗ (a2 · w)

for all a ∈ A, v ∈ V , and w ∈ W . Similarly, Homk(V,W ) is an A-module
via

(a · f)(v) =
∑

a1f(S(a2)v)

for all a ∈ A, f ∈ Homk(V,W ), and v ∈ V . In particular, if V is an
A-module, its dual vector space

V ∗ = Homk(V, k)

has an A-module structure given by

(a · f)(v) = f(S(a)v)

for all a ∈ A, v ∈ V , and f ∈ V ∗. Note that the tensor product of the trivial
module k with V is isomorphic to V , that is, k ⊗ V ∼= V and V ⊗ k ∼= V as
A-modules due to the properties of the maps Δ, ε.

For any A-module V , let V A denote the A-submodule of V on which A
acts via ε, that is,

V A = {v ∈ V | a · v = ε(a)v for all a ∈ A},

called the submodule of A-invariants of V . We will use the same notation
for A-invariants of a right A-module.

Lemma 9.2.2. Let V,W be A-modules. There is an isomorphism of vector
spaces

HomA(V,W ) ∼= (Homk(V,W ))A.

Proof. This is [192, Lemma 4.1]. Let f ∈ HomA(V,W ). Then

(a · f)(v) =
∑

a1f(S(a2)v) =
∑

a1S(a2)f(v) = ε(a)f(v)
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for all a ∈ A, v ∈ V . So f ∈ (Homk(V,W ))A. Conversely, let f ∈
(Homk(V,W ))A. Then

f(a · v) =
∑

f(ε(a1)a2 · v) =
∑

ε(a1)f(a2 · v)

=
∑

a1f(S(a2) · (a3 · v))

=
∑

a1f(ε(a2)v)

=
∑

a1ε(a2)f(v) = a · (f(v))

for all a ∈ A, v ∈ V . So f ∈ HomA(V,W ). �

For a Hopf algebra having a bijective antipode, there is an alternative
action on Hom, as we describe in the next remark. All finite-dimensional
Hopf algebras have bijective antipodes (see [162, Theorem 2.1.3] or [182,
Theorem 7.1.4]), and many infinite-dimensional Hopf algebras do as well.

Remark 9.2.3. Under the assumption that the antipode S is bijective with
inverse map S−1, we may alternatively define a dual module to V as

∗V = Homk(V, k)

with action (a · f)(v) = f(S−1(a)v) for all a ∈ A, v ∈ V , and f ∈ ∗V .
Similarly give Homk(V,W ) the alternative A-module structure (a · f)(v) =∑

a2f(S
−1(a1)v) for all a ∈ A, f ∈ Homk(V,W ), v ∈ V . Lemma 9.2.2 holds

under this alternative action, that is, the subspace of A-homomorphisms in
Homk(V,W ) is also equal to the A-invariant subspace of Homk(V,W ) under
this alternative action. To verify this statement, it is helpful to apply S
to

∑
a2S

−1(a1) to obtain
∑

a1S(a2) = ε(a), implying that
∑

a2S
−1(a1) =

ε(a) for all a ∈ A.

There are right module versions of all of these actions as well.

Remark 9.2.4. If V,W are right A-modules, then Homk(V,W ) is a right
A-module via (f · a)(v) =

∑
f(vS(a1))a2 for all f ∈ HomA(V,W ), a ∈ A,

v ∈ V . There is a right module version of Lemma 9.2.2. If S is bijective,
then Homk(V,W ) is also a right A-module via (f ·a)(v) =

∑
f(vS−1(a2))a1

for all f ∈ Homk(V,W ), a ∈ A, v ∈ V , and again there is a corresponding
version of Lemma 9.2.2.

We next establish relations among A-modules that are obtained by tak-
ing Hom, ⊗, and duals.

Lemma 9.2.5. Let U , V , and W be A-modules. There is a natural isomor-
phism of A-modules

Homk(U ⊗ V,W ) ∼= Homk(U,Homk(V,W )),
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and a natural isomorphism of vector spaces

HomA(U ⊗ V,W ) ∼= HomA(U,Homk(V,W )).

Proof. Define a function φ : Homk(U⊗V,W ) → Homk(U,Homk(V,W )) by

(φ(f)(u))(v) = f(u⊗ v)

and a function ψ : Homk(U,Homk(V,W )) → Homk(U ⊗ V,W ) by

(ψ(g))(u⊗ v) = (g(u))(v).

By its definition, ψ is inverse to φ. We check that φ is an A-module homo-
morphism. Let a ∈ A and f ∈ Homk(U ⊗ V,W ). Then, as S reverses the
order of comultiplication, for all u ∈ U and v ∈ V ,

(φ(a · f)(u))(v) = (a · f)(u⊗ v)

=
∑

a1(f(S(a2) · (u⊗ v)))

=
∑

a1(f(S(a3)u⊗ S(a2)v)).

On the other hand,

(a · φ(f))(u)(v) =
∑

(a1(φ(f)(S(a2)u)))(v)

=
∑

a1((φ(f))(S(a3)u)(S(a2)v))

=
∑

a1(f(S(a3)u⊗ S(a2)v)).

Therefore φ(a · f) = a · φ(f). These isomorphisms are natural by their
definitions.

The second statement now follows by Lemma 9.2.2. �

Remark 9.2.6. A similar proof shows that if U, V,W are right A-modules,
then there is a (slightly different) right A-module isomorphism

Homk(U ⊗ V,W ) ∼= Homk(V,Homk(U,W ))

under the first action defined in Remark 9.2.4. Taking A-invariants, we
obtain an isomorphism

HomA(U ⊗ V,W ) ∼= HomA(V,Homk(U,W )).

The next lemma gives a relationship between Hom and dual.

Lemma 9.2.7. Let V,W be A-modules. If V is finite dimensional as a
vector space over k, there is a natural A-module isomorphism

Homk(V,W ) ∼= W ⊗ V ∗.
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Proof. Let φ : W ⊗ V ∗ → Homk(V,W ) and ψ : Homk(V,W ) → W ⊗ V ∗

be defined by (φ(w ⊗ f))(v) = f(v)w and ψ(f) =
∑

i f(vi) ⊗ v∗i , where
{vi}, {v∗i } are dual bases for V, V ∗, for all v ∈ V , w ∈ W , and f ∈ V ∗. Let
a ∈ A. Then

φ(a · (w ⊗ f))(v) =
∑

φ(a1w ⊗ (a2 · f))(v)

=
∑

((a2 · f)(v))(a1w) =
∑

f(S(a2)v)a1w.

On the other hand,

(a · (φ(w ⊗ f)))(v) =
∑

a1(φ(w ⊗ f)(S(a2)v))

=
∑

a1(f(S(a2)v)w) =
∑

f(S(a2)v)a1w.

Therefore φ(a · (w ⊗ f)) = a · (φ(w ⊗ f)). A calculation shows that φ is
inverse to ψ. �
Remark 9.2.8. Under the alternative A-module structure described in Re-
mark 9.2.3, there are (slightly different) A-module isomorphisms

Homk(V,W ) ∼= ∗V ⊗W

and
Homk(U ⊗ V,W ) ∼= Homk(V,Homk(U,W )).

Now consider only finite-dimensionalA-modules. This observation combined
with Lemma 9.2.7 implies that V ∗ is a left dual of V in the category of finite-
dimensional A-modules and ∗V is a right dual of V in this category (notation
and terminology as in [71]). It follows that ∗(V ∗) ∼= V and (∗V )∗ ∼= V for
all finite-dimensional A-modules V ; these isomorphisms can also be deduced
directly from the definitions. We caution that the terms left and right dual
are interchanged in comparison to [16].

Lemma 9.2.9. Let P be a projective A-module, and V any A-module. Then
P ⊗ V is a projective A-module. If the antipode S is bijective, then V ⊗ P
is a projective A-module. Similar statements hold for right modules, as well
as when “projective” is replaced by “flat”.

Proof. We give two proofs of the first two statements. The first proof is
essentially that of [21, Proposition 3.1.5]. The projective module P is a
direct summand of a free module, so it suffices to prove that A ⊗ V and
V ⊗ A are both free as A-modules (the latter under the condition that S

is bijective). There is an isomorphism A ⊗ V
∼−→ A ⊗ Vtr, where Vtr is the

underlying vector space of V , but with the trivial A-module structure (via
ε). This isomorphism is similar to one in [162, Theorem 1.9.4], and is given
by a⊗ v �→

∑
a1 ⊗ S(a2)v, the inverse function by a⊗ v �→

∑
a1 ⊗ a2v, for

all v ∈ V , a ∈ A. Now Vtr is a direct sum of copies of the trivial module
k, and so A ⊗ Vtr is a free A-module. Similarly, if S is bijective, there is
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an isomorphism of left A-modules, V ⊗ A
∼−→ Vtr ⊗ A, via the A-module

homomorphism v⊗a �→
∑

S−1(a1)v⊗a2 whose inverse is v⊗a �→
∑

a1v⊗a2,
and so V ⊗A is a free A-module.

The second proof uses properties of functors. As V is projective over the
field k and P is projective over A, HomA(P,Homk(V,−)) is an exact functor.
By Lemma 9.2.5, this is the same as HomA(P ⊗ V,−). Therefore P ⊗ V
is projective. A similar argument applies to V ⊗ P if S is bijective, using
Remark 9.2.8 and the alternative A-action on Hom given in Remark 9.2.3.

The last statement, for right modules, may be proven similarly, and the
statement about flat modules follows since flat modules are direct limits of
finitely generated free modules. �

Exercise 9.2.10. Let A be a Hopf algebra. Verify that k ⊗ V ∼= V and
V ⊗ k ∼= V for all A-modules V , where k is the trivial A-module.

Exercise 9.2.11. Verify the claim in Remark 9.2.3 that the subspace of
A-homomorphisms in Homk(V,W ) is its A-invariant subspace under the
alternative action defined there.

Exercise 9.2.12. Prove the two isomorphisms stated in Remark 9.2.6.

Exercise 9.2.13. Prove the two isomorphisms stated in Remark 9.2.8.

Exercise 9.2.14. Verify the isomorphism A⊗ V ∼= A⊗ Vtr in the proof of
Lemma 9.2.9.

Exercise 9.2.15. Formulate the last statement of Lemma 9.2.9 more pre-
cisely and prove it.

9.3. Hopf algebra cohomology and actions

In this section we define Hopf algebra cohomology and derive many proper-
ties of Ext spaces for modules of a Hopf algebra A. We will connect these
ideas with Hochschild cohomology in the next section.

Lemma 9.3.1. Let U, V,W be A-modules. There is an isomorphism of
graded vector spaces,

Ext∗A(U ⊗ V,W ) ∼= Ext∗A(U,W ⊗ V ∗).

Proof. Let P � be a projective resolution of U . By Lemma 9.2.9, Pi ⊗ V is
a projective A-module for all i. Since the tensor product is over the field k,
the functor − ⊗ V is exact, and so P �⊗ V is a projective resolution of the
A-module U⊗V . The natural isomorphisms of Lemmas 9.2.5 and 9.2.7 yield
a quasi-isomorphism between HomA(P �,W⊗V ∗) and HomA(P �⊗V,W ), and
thus the claimed isomorphism on Ext spaces. �
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Remark 9.3.2. Using the alternative A-action on Hom described in Re-
mark 9.2.3, we similarly find that

Ext∗A(U ⊗ V,W ) ∼= Ext∗A(V,
∗U ⊗W ).

Now let M,M ′, N,N ′ be A-modules. We will next define a cup product
for each i, j ≥ 0,

(9.3.3) � : ExtiA(M,M ′)× ExtjA(N,N ′) −→ Exti+j
A (M ⊗N,M ′ ⊗N ′).

Let P � be a projective resolution of M , and let Q � be a projective resolution
ofN . Consider the total complex of the tensor product complex P �⊗Q �, with
action of A on each Pi ⊗ Qj given by the coproduct Δ on A as in (9.2.1).
Note that the differentials on the total complex of P � ⊗ Q � are A-module
homomorphisms since the differentials on P � and on Q � are A-module homo-
morphisms. By Lemma 9.2.9, each module in this tensor product complex
is projective. By the Künneth Theorem (Theorem A.5.2), since the tensor
product is over the field k and Tork1 is 0, the total complex of P �⊗ Q � is a
projective resolution of the A-module M ⊗N .

Let f ∈ HomA(Pi,M
′) and g ∈ HomA(Qj, N

′) represent elements in the

spaces ExtiA(M,M ′) and ExtjA(N,N ′), respectively. Then

f ⊗ g ∈ HomA(Pi ⊗Qj ,M
′ ⊗N ′)

and this function may be extended to an element of

HomA

⎛⎝ ⊕
r+s=i+j

(Pr ⊗Qs),M
′ ⊗N ′

⎞⎠
by defining it to be the zero map on all components other than Pi⊗Qj . We
follow the sign convention (2.3.1) in using this notation f⊗g. By definition,

d(f ⊗ g) = d(f)⊗ g+(−1)|f |f ⊗ d(g). It follows that if f and g are cocycles,
then their tensor product f ⊗g is again a cocycle, and the tensor product of
a cocycle with a coboundary is a coboundary. Therefore this tensor product
of functions induces a well-defined product on cohomology, namely the cup
product also denoted �.

We will need the following result giving an equivalent definition of this
cup product via a Yoneda composition, paralleling the equivalent definitions
of cup product on Hochschild cohomology in Section 2.4. See also [21,
Proposition 3.2.1].

Lemma 9.3.4. If M,M ′, N,N ′ are left A-modules and α ∈ ExtmA (M,M ′),
β ∈ ExtnA(N,N ′), then the cup product

α � β ∈ Extm+n
A (M ⊗N,M ′ ⊗N ′)
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of (9.3.3) is equal to the Yoneda composite of

α⊗ 1N ′ and 1M ⊗ β

in ExtmA (M ⊗N ′,M ′ ⊗N ′) and ExtnA(M ⊗N,M ⊗N ′), respectively.

Proof. Let

f : 0 �� M ′ �� Mm−1
�� · · ·M0

���� M �� 0,

g : 0 �� N ′ �� Nn−1
�� · · ·N0

���� N �� 0

be an m- and an n-extension representing α and β, respectively (see Sec-
tion A.3). By the Künneth Theorem (Theorem A.5.2), taking their tensor
product over the field k results in an (m+n)-extension ofM⊗N byM ′⊗N ′:

M0 ⊗N ′

��

M1 ⊗N ′��

��

· · ·�� Mm−1 ⊗N ′��

��

M ′ ⊗N ′��

��

M0 ⊗Nn−1

��

M1 ⊗Nn−1
��

��

· · ·�� Mm−1 ⊗Nn−1
��

��

M ′ ⊗Nn−1
��

��

...

��

...

��

...

��

...

��

M0 ⊗N1

��

M1 ⊗N1
��

��

· · ·�� Mm−1 ⊗N1

��

�� M ′ ⊗N1
��

��

M0 ⊗N0 M1 ⊗N0
�� · · ·�� Mm−1 ⊗N0

�� M ′ ⊗N0
��

The cup product α � β is represented by the total complex of this tensor
product complex, augmented by M⊗N , denoted f⊗g. This can be deduced
from examination of the relationship between generalized extensions and
elements of Ext as in Section A.3. Just as in Sections 2.4 and 6.5, there is a
map from the total complex of this bicomplex to the Yoneda composite of
f⊗N ′ with M⊗g: project the bicomplex onto the leftmost column followed
by the map M0 → M and onto the top row. Specifically, in degrees i + j
with 0 ≤ i + j ≤ n − 1, send Mi ⊗ Nj to 0 if i > 0 and to M ⊗ Nj as a
projection from M0⊗Nj if i = 0. In degrees i+j with n ≤ i+j ≤ m+n−1,
send Mi ⊗Nj to 0 if j < n and to Mi+j−n ⊗N ′ if j = n. It can be checked
that this is a chain map. �

Recall the trivial module for A is k with action given by the counit ε.
Set M = M ′ = N = N ′ = k in Lemma 9.3.4 and identify k ⊗ k with k in
the following definition.
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Definition 9.3.5. The Hopf algebra cohomology ring of the Hopf algebra A
over the field k is

H∗(A, k) = Ext∗A(k, k)

under cup product. More generally, we write H∗(A,M) = Ext∗A(k,M) for
any A-module M , a graded vector space that is an H∗(A, k)-module under
cup product and the identification of k ⊗M with M .

We could equally well have defined Hopf algebra cohomology via right
A-modules, and we will use this right module version in Section 9.6. Left
and right modules are interchanged by applying the antipode, since it is an
algebra antihomomorphism.

By Lemma 9.2.2 and the definitions, the degree 0 Hopf algebra coho-
mology is

H0(A,M) ∼= HomA(k,M) ∼= (Homk(k,M))A ∼= MA.

Remark 9.3.6. Another proof of Lemma 9.3.4 in case M = M ′ = N =
N ′ = k uses a product given by Yoneda composition and the Eckmann-
Hilton argument, which simultaneously shows that the product is graded
commutative, that is,

α � β = (−1)|α||β|β � α

for all α, β ∈ H∗(A, k). See Suárez-Álvarez [211] for a general context for
this type of argument. More generally, when M = N = k and M ′ = N ′ = B
is an A-module algebra, we may compose the cup product with the map
induced by multiplicationB⊗B → B to obtain a ring structure on H∗(A,B).
In the next section, we will let B be the algebra A itself, under the adjoint
action of A, as defined there.

Remark 9.3.7. Just as for Hochschild cohomology of finite-dimensional
algebras discussed in the last chapter, for many finite-dimensional Hopf al-
gebras A, the cohomology H∗(A, k) is known to be finitely generated. For
example, it is finitely generated if A is a finite group algebra [75,92,217]
and more generally a finite group scheme (noncocommutative Hopf alge-
bra) [79]. Many noncocommutative Hopf algebras are also known to have
finitely generated cohomology; see, for example, [20, 91, 96, 155, 209]. In
fact, this is conjectured always to be the case, notwithstanding the existence
of counterexamples such as Example 8.2.2 to an analogous statement about
Hochschild cohomology. See [79] where the question was raised and [73]
where there is a more general conjecture for finite tensor categories.

Example 9.3.8. Let G be a group, and let A = kG, the group algebra.
Then H∗(kG, k) = Ext∗kG(k, k) is the group cohomology of G with coefficients
in k, also written H∗(G, k), and the cup product gives it the structure of a
graded commutative ring. As a small example, let p be a prime, let k be a
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field of characteristic p, and let G = Z/pZ. Then the group cohomology of
G with coefficients in k is

H∗(G, k) ∼=
{

k[y], if p = 2,
k[y, z]/(y2), if p > 2,

where |y| = 1, |z| = 2. (Note that kG ∼= k[x]/(xp) since char(k) = p, which
can be seen by taking x = g − 1. Then see Example 2.5.10.)

Let M = M ′ = k and N ′ = N in Lemma 9.3.4. By composing with the
isomorphism k ⊗ N ∼= N , we obtain an action of H∗(A, k) on Ext∗A(N,N),
via −⊗N followed by Yoneda composition. On the other hand, we have an
action of H∗(A, k) on Ext∗A(k,N ⊗N∗) by Yoneda composition.

In the following statement, we apply Lemma 9.3.1 with U = k and
V = W = N .

Theorem 9.3.9. Let N be an A-module. Then the action of H∗(A, k) on
Ext∗A(N,N), given by − ⊗ N followed by Yoneda composition, corresponds
to that on Ext∗A(k,N ⊗ N∗), given by Yoneda composition, under the iso-
morphism

Ext∗A(N,N) ∼= Ext∗A(k,N ⊗N∗).

Proof. Let P � be a projective resolution of k, so that P � ⊗ N is a projec-
tive resolution of k ⊗ N ∼= N . We must check that the following diagram
commutes for each m,n, where φm, φm+n are the isomorphisms given by
Lemma 9.2.5 with V = W = N and U = Pm, Pm+n, respectively, and the
horizontal maps are the chain level maps corresponding to the cup product
of Lemma 9.3.4:

HomA(Pm, k)⊗HomA(Pn ⊗N,N)

1⊗φn

��

�� HomA(Pm+n ⊗N,N)

φm+n

��

HomA(Pm, k)⊗HomA(Pn,Homk(N,N)) �� HomA(Pm+n,Homk(N,N))

Let ζ ∈ ExtmA (k, k) and η ∈ ExtnA(N,N), represented by f ∈ HomA(Pm, k)
and g ∈ HomA(Pn ⊗ N,N), respectively. Extend f to a chain map f � with
fi ∈ HomA(Pm+i, Pi). The top horizontal map takes f ⊗ g to g(fn⊗ 1), and
applying φm+n we have

φm+n(g(fn ⊗ 1))(x)(v) = g(fn(x)⊗ v)

for all x ∈ Pm+n, v ∈ N . On the other hand, (1⊗ φn)(f ⊗ g) = f ⊗ φn(g),
and applying the bottom horizontal map we find

(φn(g)fn)(x)(v) = g(fn(x)⊗ v).

Therefore the diagram commutes. �
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There is another action of H∗(A, k) on Ext∗A(M,M), given by M ⊗ −
followed by Yoneda composition. In case A is cocommutative, this action
is the same as that given by − ⊗ M . (More generally, this is true if A is
quasi-triangular, that is, there are functorial isomorphisms M⊗N ∼= N⊗M
for all A-modules M,N .) In general these actions will not be the same; see,
for example, [25]. We state next a counterpart of Theorem 9.3.9 for this
action under the assumption that the antipode S is bijective, and include
a proof to highlight this subtle distinction. Let Hom′

k(V,W ) denote the A-
module that is Homk(V,W ) as a vector space, but with action as described in
Remark 9.2.3. Let ∗V = Homk(V, k), with A-module structure as described
in Remark 9.2.3. Then, by Remark 9.2.8, there are isomorphisms of A-
modules:

Hom′
k(U ⊗ V,W ) ∼= Hom′

k(V,Hom
′
k(U,W )) ∼= Hom′

k(V,
∗U ⊗W ).

It follows that

(9.3.10) Hom′
A(U ⊗ V,W ) ∼= Hom′

A(V,
∗U ⊗W ),

and consequently

Ext∗A(U ⊗ V,W ) ∼= Ext∗A(V,
∗U ⊗W ).

Theorem 9.3.11. Assume the antipode S of A is bijective and let M be an
A-module. The action of H∗(A, k) on Ext∗A(M,M), given by M⊗− followed
by Yoneda composition, corresponds to that on Ext∗A(k,

∗M ⊗M), given by
Yoneda composition, under the isomorphism

Ext∗A(M,M) ∼= Ext∗A(k,
∗M ⊗M).

Proof. Let P � be a projective resolution of k, so that M ⊗P � is a projective
resolution of M ⊗ k ∼= M . We must check that the following diagram com-
mutes for each m,n, where φm, φm+n are the isomorphisms given in (9.3.10),
with U = W = M and V = Pn, Pm+n, respectively, and the horizontal maps
are the chain level maps corresponding to the cup product of Lemma 9.3.4:

HomA(Pm, k)⊗HomA(M ⊗ Pn,M)

1⊗φn

��

�� HomA(M ⊗ Pm+n,M)

φm+n

��

HomA(Pm, k)⊗HomA(Pn,Hom
′
k(M,M)) �� HomA(Pm+n,Hom

′
k(M,M))

Let ζ ∈ ExtmA (k, k) and η ∈ ExtnA(M,M), represented by f ∈ HomA(Pm, k)
and g ∈ HomA(M ⊗ Pn,M), respectively. Extend f to a chain map f � with
fi ∈ HomA(Pm+i, Pi). The top horizontal map takes f ⊗ g to g(1M ⊗ fn),
and applying φm+n we have

φm+n(g(1M ⊗ fn))(x)(v) = g(v ⊗ fn(x))
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for all x ∈ Pm+n, v ∈ M . On the other hand, (1⊗ φn)(f ⊗ g) = f ⊗ φn(g),
and applying the bottom horizontal map we find

(φn(g)fn)(x)(v) = g(v ⊗ fn(x)).

Therefore the diagram commutes. �

As noted in Remark 9.2.8, for any A-modules M,N , there are A-module
isomorphisms ∗(N∗) ∼= N and (∗M)∗ ∼= M . This provides further relation-
ships among various actions. Set M = N∗, so that ∗M ∼= N . Applying the
isomorphisms in the statements of Theorems 9.3.9 and 9.3.11, we see that

Ext∗A(N,N) ∼= Ext∗A(k,N ⊗M) ∼= Ext∗A(M,M).

In this way, the second described action in each part of Theorem 9.3.12
below makes sense.

Theorem 9.3.12. Assume the antipode S of A is bijective.

(i) Let N be a finite-dimensional A-module. The action of H∗(A, k)
on Ext∗A(N,N), given by − ⊗ N followed by Yoneda composition,
corresponds to the action given by N∗⊗− followed by Yoneda com-
position.

(ii) Let M be a finite-dimensional A-module. The action of H∗(A, k)
on Ext∗A(M,M), given by M ⊗− followed by Yoneda composition,
corresponds to the action given by −⊗∗M followed by Yoneda com-
position.

Proof. For (i), let M = N∗, and so ∗M ∼= N , as noted above. Apply
Theorems 9.3.9 and 9.3.11. The proof of (ii) is similar. �

Exercise 9.3.13. Verify details in the proof of Lemma 9.3.1, in partic-
ular that there is a quasi-isomorphism between HomA(P �,W ⊗ V ∗) and
HomA(P �⊗ V,W ).

Exercise 9.3.14. Verify details in the proof of Lemma 9.3.4, in particular
that the cup product α � β is represented by the (m+ n)-extension f ⊗ g.

Exercise 9.3.15. Let A be a Hopf algebra, and let M,N be A-modules.
Show that there is a well-defined action of H∗(A, k) on Ext∗A(M,N) given
by M ⊗ − followed by Yoneda composition. Similarly show that there is
an action given by N ⊗ − followed by Yoneda composition. Are these two
actions the same? Compare with actions that begin with −⊗M or −⊗N .

9.4. Bimodules and Hochschild cohomology

In this section, we describe connections among Hochshild cohomology, Hopf
algebra cohomology, and actions on Ext spaces. We begin by finding some
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relationships between the Hopf algebras A and Ae and their modules. Some
of these relationships originate in the following embedding of A as a subal-
gebra of Ae.

Lemma 9.4.1. Let δ : A → Ae be the function defined by

δ(a) =
∑

a1 ⊗ S(a2)

for all a ∈ A. Then δ is an injective algebra homomorphism.

Proof. First note that δ(1) = 1⊗ 1, the identity in Ae. Let a, b ∈ A. Since
S is an algebra antihomomorphism,

δ(ab) =
∑

a1b1 ⊗ S(a2b2)

=
∑

a1b1 ⊗ S(b2)S(a2)

= (
∑

a1 ⊗ S(a2))(
∑

b1 ⊗ S(b2)) = δ(a)δ(b),

multiplication in the second factor being opposite to that in A.

To see that δ is injective, compose with the k-linear function ψ : Ae → A
defined by ψ(a⊗ b) = aε(b). We have, for all a ∈ A,

ψδ(a) = ψ(
∑

a1 ⊗ S(a2)) =
∑

a1ε(S(a2)) =
∑

a1ε(a2) = a,

that is, ψδ is the identity map on A. This implies that δ is injective. �

We will identify A with the subalgebra δ(A) of Ae. This will allow us
to induce modules from A to Ae, using tensor products. Let M be an A-
module, and consider Ae to be a right A-module via right multiplication by
elements of δ(A). Then the vector space Ae ⊗A M is an Ae-module, the
action given by left multiplication on the factor Ae. We next determine the
Ae-module induced from the trivial A-module k in this way.

Lemma 9.4.2. There is an isomorphism of Ae-modules

A ∼= Ae ⊗A k,

where Ae⊗A k is the Ae-module induced from the trivial A-module k via the
embedding of A into Ae given by the map δ of Lemma 9.4.1.

Proof. Let f : A → Ae ⊗A k be the function defined by f(a) = a ⊗ 1 ⊗ 1,
and let g : Ae ⊗A k → A be the function defined by g(a ⊗ b ⊗ 1) = ab for
all a, b ∈ A. We will check that f is an Ae-module homomorphism, with
inverse function g.
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Let a, b, c ∈ A. Then, since c =
∑

c1ε(c2), we have

f((b⊗ c)(a)) = f(bac) = bac⊗ 1⊗ 1

=
∑

bac1 ⊗ ε(c2)⊗ 1

=
∑

bac1 ⊗ S(c2)c3 ⊗ 1.

Now identifying A with δ(A) ⊆ Ae, since the rightmost factor is in k with
action of A given by ε, and the tensor product is over A, we may rewrite
this as ∑

ba⊗ c2 ⊗ ε(c1) =
∑

ba⊗ ε(c1)c2 ⊗ 1

= ba⊗ c⊗ 1

= (b⊗ c)(a⊗ 1⊗ 1) = (b⊗ c)f(a).

Therefore f is an Ae-module homomorphism.

Now let a, b ∈ A. We have

gf(a) = g(a⊗ 1⊗ 1) = a,

and fg(a⊗ b⊗ 1) = f(ab) = ab⊗ 1⊗ 1

=
∑

ab1ε(b2)⊗ 1⊗ 1

=
∑

ab1 ⊗ ε(b2)⊗ 1

=
∑

ab1 ⊗ S(b2)b3 ⊗ 1

=
∑

a⊗ b2 ⊗ ε(b1)

=
∑

a⊗ ε(b1)b2 ⊗ 1 = a⊗ b⊗ 1.

Therefore f and g are inverse functions. �

Remark 9.4.3. There is also a right module version. Let δ′ : A → Aop⊗A
be the function defined by

(9.4.4) δ′(a) =
∑

S(a1)⊗ a2

for all a ∈ A. Then δ′ is an injective algebra homomorphism, by a similar
proof to that of Lemma 9.4.1. There is an isomorphism of right Aop ⊗ A-
modules (equivalently, left Ae-modules)

A ∼= k ⊗δ′(A) (A
op ⊗A),

by a proof similar to that of Lemma 9.4.2.

We will consider A to be an A-module under the left adjoint action, that
is, for all a, b ∈ A,

a · b =
∑

a1bS(a2).
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Denote this A-module by Aad. More generally, if M is any A-bimodule,
denote by Mad the A-module with action given by a ·m =

∑
a1mS(a2) for

all a ∈ A, m ∈ M .

The following theorem is due to Ginzburg and Kumar [91]; our proof is
from [172,197]. The multiplication on H∗(A,Aad) in the theorem statement
is the cup product of Lemma 9.3.4 with M = N = k and M ′ = N ′ = Aad,
followed by the map induced by multiplication Aad ⊗Aad → Aad.

Theorem 9.4.5. Let A be a Hopf algebra over k with bijective antipode S.
There is an isomorphism of algebras

HH∗(A) ∼= H∗(A,Aad).

Proof. By Lemma 9.2.9, since the antipode S is bijective, Ae is a projec-
tive right A-module. Thus we may apply the Eckmann-Shapiro Lemma
(Lemma A.6.2) with A in place of B, Ae in place of A, M = A, and N = k,
together with Lemma 9.4.2 to obtain an isomorphism of vector spaces,

Ext∗Ae(A,A) ∼= Ext∗A(k,A
ad).

It remains to prove that cup products are preserved by this isomorphism.
This follows from the proof of [197, Proposition 3.1], valid more generally
in this context, as we explain next.

Let P � denote a projective resolution of k as an A-module. Let X � =
Ae ⊗A P �, a projective resolution of Ae ⊗A k ∼= A as an Ae-module, since Ae

is flat as a right module over A ∼= δ(A).

There is a chain map ι : P � → X � of A-modules defined by ι(p) =
(1⊗ 1) ⊗ p for all p ∈ Pi. Let f ∈ HomAe(Xi, A) be a cocycle representing
a cohomology class in Ext∗Ae(A,A). The corresponding cohomology class in
Ext∗A(k,A

ad) is represented by fι.

Since k ⊗ k ∼= k, the Künneth Theorem (Theorem A.5.2) implies that
P �⊗P � is also a projective resolution of k as an A-module. By the Comparison
Theorem (Theorem A.2.7), there is a chain map D : P � → P � ⊗ P � of A-
modules lifting the identity map on k. Note that D induces an isomorphism
on cohomology. It also induces a chain map D′ : X � → X �⊗A X � as follows.
There is a map of chain complexes θ : Ae ⊗A (P � ⊗ P �) → X � ⊗A X � of
Ae-modules, given by

θ((a⊗ b)⊗ (p⊗ q)) = ((a⊗ 1)⊗ p)⊗ ((1⊗ b)⊗ q).

Take the map from Ae ⊗A P � to Ae ⊗A (P �⊗ P �) induced by D. Let D′ be
the composition of this map with θ. Again D′ is unique up to homotopy.
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Now let f ∈ HomAe(Xi, A) and g ∈ HomAe(Xj , A) be cocycles. The
above observations imply that the following diagram commutes:

X �

D′
−→ X �⊗A X �

f⊗g−−−→ A⊗A A
∼−→ A

ι ↑ ||
P �

D−→ P �⊗ P �

fι⊗gι−−−→ A⊗A
π−→ A

where π is multiplication. The top row yields the product in Ext∗Ae(A,A)
and the bottom row yields the product in Ext∗A(k,A

ad). �

The following consequence of Theorem 9.4.5 was proven first by Linck-
elmann [141].

Corollary 9.4.6. Let A be a finite-dimensional commutative Hopf algebra
over k. There is an isomorphism of algebras HH∗(A) ∼= A⊗H∗(A, k).

Proof. Since A is finite dimensional, its antipode S is bijective. Since A is
commutative, it acts trivially on the A-module Aad, that is, (Aad)A = Aad.
Let P � be a projective resolution of k as an A-module. Due to the trivial
action on A, since A is finite dimensional as a vector space over k, there is an
isomorphism of complexes of vector spaces, HomA(P �, Aad) ∼= HomA(P �, k)⊗
A. Apply the Universal Coefficients Theorem (Theorem A.5.4) to this com-
plex, and then Theorem 9.4.5 and analysis of the cup products to see that
the statement holds. �

Another consequence of Theorem 9.4.5 is the following.

Corollary 9.4.7. Let A be a Hopf algebra over k with bijective antipode.
Let I = Ker(ε), the augmentation ideal. Then as an algebra,

HH∗(A) ∼= H∗(A, k)⊕H∗(A, Iad),

a direct sum of the subalgebra H∗(A, k) and the ideal H∗(A, Iad).

We may thus view H∗(A, k) as both a quotient and a subalgebra of
HH∗(A).

Proof. Under the left adjoint action of A on itself, the trivial module k
is isomorphic to the submodule of Aad given by all scalar multiples of the
identity 1. In fact k is a direct summand of Aad, its complement being
I = Ker(ε). As Ext∗A(k,−) is additive, the result follows. �

Viewing H∗(A, k) as a subalgebra of HH∗(A), it is natural to ask what
structure on HH∗(A) might be induced by the Gerstenhaber bracket. It is
known that the bracket of two elements of H∗(A, k) is always 0 in case A is
cocommutative [160] or more generally quasi-triangular [110].
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Remark 9.4.8. There is a Tor version of Theorem 9.4.5 that is easier: for
each i ≥ 0, HHi(A) ∼= Hi(A,A

ad) as abelian groups. It follows that Hi(A, k)
is a direct summand of HHi(A).

There is a connection between the actions of Hopf algebra cohomology
and of Hochschild cohomology on Ext spaces, as noted in [172].

Proposition 9.4.9. The following diagram commutes:

H∗(A, k)
−⊗M

�����
����

����
���

Ae⊗A−
��

HH∗(A)
−⊗AM

�� Ext∗A(M,M)

Thus the action of H∗(A, k) on Ext∗A(M,M), given by − ⊗ M followed by
Yoneda composition, factors through the action of HH∗(A) on Ext∗A(M,M).

Proof. Let 0 → k → Pn−1 → · · · → P0 → k → 0 be an n-extension of
A-modules. For any A-module X, consider the function

fX : (Ae ⊗A X)⊗A M → X ⊗M

given by

fX(a⊗ b⊗ x⊗m) =
∑

a1x⊗ a2bm

for all a, b ∈ A, x ∈ X, m ∈ M . By construction, the action of A on
(Ae ⊗A X) ⊗A M is on the leftmost factor of A only. It can be checked
that fX is a functorial A-module isomorphism, and thus the actions are
equivalent as stated. �

Remark 9.4.10. One consequence of the proposition, under some finiteness
assumptions (see Remark 9.3.7), is a connection between the support variety
theory of Chapter 8 and that defined via Hopf algebra cohomology: for a
Hopf algebra A, the support variety of an A-module M can be defined
alternatively as the maximal ideal spectrum of the quotient of H∗(A, k)
by the annihilator of Ext∗A(M,M). (In odd characteristic, H∗(A, k) may be
replaced by its subalgebra generated by even degree elements, a commutative
ring.) To compare to Definition 8.3.1 of support varieties, choose H to be
the subalgebra of HH∗(A) generated by the even degree elements of H∗(A, k)
(or all elements in characteristic 2) and HH0(A) ∼= Z(A). This choice yields
a direct relationship between the varieties for modules given by Hochschild
cohomology and by Hopf algebra cohomology. For more details, see the
survey [224] and references therein.

Exercise 9.4.11. Let G be a finite group and A = kG. Identify the subal-
gebra δ(kG) of (kG)e, where δ is defined in Lemma 9.4.1.
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Exercise 9.4.12. Let k be a field of characteristic p > 0, and let G be a
group of order p. Use Example 9.3.8 and Corollary 9.4.6 to describe the
Hochschild cohomology HH∗(kG) as an algebra under cup product.

9.5. Finite group algebras

In this section, we apply Theorem 9.4.5 to the special case A = kG, the group
algebra of a finite group G. This leads to a decomposition of Hochschild
cohomology HH∗(kG) as a vector space direct sum of group cohomology
rings of centralizer subgroups in isomorphism (9.5.3) below. Burghelea [41]
gave an earlier related result on Hochschild homology. Techniques from
group cohomology yield a description of the product on Hochschild coho-
mology HH∗(kG) in terms of products on group cohomology. We briefly
introduce the needed techniques from group cohomology here. For details,
see [21,22,75].

As before, we will use the notation

H∗(G, k) = H∗(kG, k) = Ext∗kG(k, k)

for the group cohomology of G with coefficients in k, and write

H∗(G,M) = H∗(kG,M) = Ext∗kG(k,M)

for any kG-module M .

By Theorem 9.4.5, there is an isomorphism of algebras,

(9.5.1) HH∗(kG) ∼= H∗(G, kGad).

We interpret the kG-module kGad. Let g, h ∈ G. The action of g on the
element h viewed as being in kGad is given by

g · h = ghS(g) = ghg−1,

since Δ(g) = g ⊗ g and S(g) = g−1. Thus the kG-module kGad has vector
space basisG on which elements ofG act by conjugation. It then decomposes
into a direct sum of kG-submodules corresponding to conjugacy classes. Let
g1, . . . , gr be a set of conjugacy class representatives. For each i, the G-set
that is the conjugacy class of gi may be written G · gi ∼= G/C(gi), where
C(gi) is the centralizer in G of gi. The kG-submodule of kGad having basis
the conjugacy class of gi may thus be written

(9.5.2) kG · gi ∼= kG⊗kC(gi) k,

that is, this module is the trivial module k for kC(gi) induced to kG. For
finite group algebras, induction and coinduction yield isomorphic modules
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since kG is isomorphic to its dual (kG)∗ as a kG-module. Therefore, by the
Eckmann-Shapiro Lemma (Lemma A.6.2),

H∗(G, kG⊗kC(gi) k) = Ext∗kG(k, kG⊗kC(gi) k)

∼= Ext∗kC(gi)
(k, k) = H∗(C(gi), k).

We may thus rewrite Hochschild cohomology HH∗(kG), first applying the
isomorphisms (9.5.1) and (9.5.2):

(9.5.3) HH∗(kG) ∼=
r⊕

i=1

H∗(G, kG · gi) ∼=
r⊕

i=1

H∗(C(gi), k).

That is, the Hochschild cohomology of kG is isomorphic, as a graded vector
space, to the direct sum of group cohomology rings for centralizer subgroups,
one summand for each element in a set of conjugacy class representatives.
See also [22, Theorem 2.11.2].

Analyzing the two applications of the Eckmann-Shapiro Lemma used in
the isomorphisms (9.5.3), we see that we may write HH∗(kG) explicitly as
follows in terms of some maps that we introduce next. We identify elements
in HH∗(kG) with elements in H∗(G, kGad), at the chain level, by restriction
from (kG)e to kG under the map δ of Lemma 9.4.1. Our description of the
product will be for such elements in H∗(G, kGad).

For any subgroup H of G, and any kG-module M , there is the structure
of a kH-module on M by restriction. Since kG is free as a kH-module,
restriction takes a kG-projective resolution of k to a kH-projective resolution
of k, thus inducing a well-defined restriction map

resGH : H∗(G,M) → H∗(H,M).

Let πi : H
∗(C(gi), kG⊗kC(gi) k) → H∗(C(gi), k) denote the map induced by

the projection of kG⊗kC(gi) k onto the kC(gi)-direct summand k⊗kC(gi) k
∼=

k. Then the isomorphism above is given in one direction by

H∗(G, kGad)
∼−−→

r⊕
i=1

H∗(C(gi), k)

ζ �→ (πi res
G
C(gi)

ζ)i.

In order to describe products, we will also need an expression for the inverse
isomorphism. This will be expressed in terms of corestriction maps on group
cohomology that we define next. The map

coresGH : H∗(H,M) → H∗(G,M)
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is defined at the chain level as follows. Let P be a projective resolution of k
as a kG-module, and let f ∈ HomkH(Pn,M). Then

coresGH(f)(x) =
∑

g∈[G/H]

g · f(g−1 · x)

for all x ∈ Pn, where [G/H] denotes a set of coset representatives of H in
G. Since f is a kH-module homomorphism, the values of this function do
not depend on the choice of coset representatives. This map also commutes
with the differential and so induces a well-defined map on cohomology, for
which we use the same notation.

Now let ι : H∗(C(gi), k) → H∗(C(gi), kG ⊗kC(gi) k) denote the map
induced by embedding k into kG⊗kC(gi) k as k ⊗kC(gi) k. Then the desired
inverse isomorphism may be described as follows:

H∗(G, kGad)
∼←−−

r⊕
i=1

H∗(C(gi), k)

r∑
i=1

coresGC(gi)
ι(αi) �→ (αi)i.

For notational convenience, set

γi(αi) = coresGC(gi)
ι(αi).

We need one more map on group cohomology. If H is a subgroup of G
and g ∈ G, write gH = {ghg−1 | h ∈ H} for the conjugate subgroup. There
is a conjugation map g∗ : H∗(H, k) → H∗(gH, k) given at the chain level by

g∗(f)(x) = g · (f(g−1 · x))

for all x ∈ Pn and f ∈ HomkH(Pn, k).

The following is a special case of [197, Theorem 5.1], and gives the
product on Hochschild cohomology HH∗(kG) in terms of the vector space
direct sum (9.5.3). For the statement, we need the notion of double cosets.
If H,L are subgroups of a group G, the set H\G/L of double cosets consists
of the sets HgL = {hgl | h ∈ H, l ∈ L} for g ∈ G. A set D of double coset
representatives is a set consisting of one element from each double coset.

Theorem 9.5.4. Let G be a finite group, and let g1, . . . , gr be a set of
conjugacy class representatives. Let α ∈ H∗(C(gi), k), β ∈ H∗(C(gj), k), and

let γi(α) and γj(β) be corresponding elements in H∗(G, kGad) ∼= HH∗(kG)
under the isomorphism (9.5.3). Then

γi(α) � γj(β) =
∑
x∈D

γl(cores
C(gk)
W (x) (res

yC(gi)
W (x) y∗α � res

yxC(gj)

W (x) (yx)∗β)),
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where D is a set of double coset representatives for C(gi)\G/C(gj), and
the integer l = l(x) and the group element y = y(x) are chosen so that
gl = (ygi)(

yxgj), and W (x) = yC(gi) ∩ yxC(gj).

For a proof and some examples, see [197]. The main idea of the proof
is that group cohomology, together with the maps restriction, corestriction,
and conjugation, comprises a Green functor [75]. The formula in the theo-
rem is precisely the product formula for a Green functor, interpreted in this
notation and setting of Hochschild cohomology.

The following corollary, due to Holm [117], is a special case of Corol-
lary 9.4.6, and can also be proven directly. For group rings over more general
rings k, see Cibils and Solotar [53].

Corollary 9.5.5. Let G be a finite abelian group. There is an isomorphism
of algebras HH∗(kG) ∼= kG⊗H∗(G, k).

Liu and Zhou [143] took Theorem 9.5.4 further. They described the
Batalin-Vilkovisky structure of Hochschild cohomology HH∗(kG), viewing
kG as a symmetric algebra, and thus the Gerstenhaber bracket (see Re-
mark 4.5.3), in terms of the decomposition (9.5.3).

Exercise 9.5.6. Let k be a field of characteristic p > 0. Let G be an
elementary abelian p-group, that is, G ∼= Z/pZ × · · · × Z/pZ. Describe
HH∗(kG) and H∗(G, k).

Exercise 9.5.7. Let k be a field of characteristic 3. Let G = S3, the
symmetric group on three symbols. Apply isomorphism (9.5.3) to describe
the graded vector space structure of Hochschild cohomology HH∗(kG) as a
direct sum of group cohomology spaces.

9.6. Spectral sequences for Hopf algebras

In this section, we focus on a smash product algebra R#A, as in Defi-
nition 9.1.6, and construct two spectral sequences relating its Hochschild
cohomology with that of R and of Hopf algebra cohomology of A. The
first of these spectral sequences has a more general version for Hopf Ga-
lois extensions due to Ştefan [208] and is related to a spectral sequence for
Hochschild homology of group-graded algebras due to Lorenz [149]. The
second is exclusively for smash products, however with the advantage of
being multiplicative, and is due to Negron [164].

In Section 9.1 we introduced smash products arising from a left action of
A on R, and it turns out that as a result we will need to work with right A-
module cohomology here. First we need a lemma about some special types
of right A-modules.
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For any (R#A)e-module N , the space HomRe(R,N) is a right A-module
under the action

(9.6.1) (f · a)(r) =
∑

rS(a1)f(1)a2

for all a ∈ A, f ∈ HomRe(R,N), and r ∈ R. To see this, note that an
element of HomRe(R,N) is determined by its value on 1, which must be an
element x of N such that rx = xr for all r ∈ R. A calculation shows that for
any a ∈ A, the element

∑
S(a1)xa2 also then has this property. This action

generalizes the Miyashita-Ulbrich action from groups to Hopf algebras.

Lemma 9.6.2. Let A be a Hopf algebra, let R be an A-module algebra, and
let M be an (R#A)e-module. There is an isomorphism of right A-modules,

HomRe(R,Homk((R#A)e,M)) ∼= Homk(A
op ⊗ (R#A),M).

The (R#A)e-module Homk((R#A)e,M) in the lemma is the coinduced
module (see Section A.6) of M from k to (R#A)e. Similarly we may view
the A-module Homk(A

op ⊗ (R#A),M) as a coinduced module from k to
Aop ⊗ (R#A), and A acts via the embedding δ′ of A into Aop ⊗ A given
by (9.4.4).

Proof. Let f ∈ HomRe(R,Homk((R#A)e,M)) and define an element φ(f)
of Homk(A

op ⊗ (R#A),M) by

φ(f)(a⊗ ra′) = f(1)(a⊗ ra′)

for all a, a′ ∈ A and r ∈ R. Then φ is an A-module homomorphism: the
function f is determined by f(1), which has the property that rf(1) = f(1)r.
Now Homk((R#A)e,M) is the module M coinduced from k to (R#A)e, so
this property is equivalent to the property that f(1)(xr⊗ y) = f(1)(x⊗ ry)
for all r ∈ R and x, y ∈ R#A. Paying close attention to which factors have
opposite multiplication, it follows that for all a, a′, a′′ ∈ A and r ∈ R,

(φ(f · a))(a′ ⊗ ra′′) = (f · a)(1)(a′ ⊗ ra′′)

=
∑

S(a1)f(1)a2(a
′ ⊗ ra′′)

=
∑

f(1)(a′S(a1)⊗ a2ra
′′),

and using the embedding δ′ of A into Aop ⊗A,

(φ(f) · a)(a′ ⊗ ra′′) =
∑

φ(f)(a′S(a1)⊗ a2ra
′′)

=
∑

f(1)(a′S(a1)⊗ a2ra
′′),

and so φ is an A-module homomorphism.

We next show that φ is bijective. Let g ∈ Homk(A
op ⊗ (R#A),M) and

define an element ψ(g) of HomRe(R,Homk((A#R)e,M)) by

ψ(g)(1)(ar ⊗ r′a′) = g(a⊗ rr′a′)
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for all a, a′ ∈ A and r, r′ ∈ R. Since Homk((A#R)e,M) is the coinduced
module, ψ(g) is indeed an Re-homomorphism:

ψ(g)(1)(arr′′ ⊗ r′a′) = ψ(g)(1)(ar ⊗ r′′r′a′)

for all a, a′ ∈ A and r, r′, r′′ ∈ R. A calculation shows that ψ is an inverse
map to φ. �

Now we are ready to construct the advertised spectral sequences for the
Hochschild cohomology of bimodules over the smash product R#A.

Theorem 9.6.3. Let A be a Hopf algebra, let R be an A-module algebra, and
let M be an (R#A)e-module. There is a right action of A on HHq(R,M)
and a spectral sequence

Ep,q
2 = Hp(A,HHq(R,M)) =⇒ HHp+q(R#A,M).

We will give two proofs of the theorem. The first is due to Ştefan, and
generalizes directly to crossed product algebras and Hopf Galois extensions
as in [208]. The second proof, due to Negron [164], involves a multiplicative
spectral sequence, but is exclusively for smash product algebras without a
clear generalization to these other settings. We emphasize again that the
Hopf algebra cohomology in the theorem statement is that of the right A-
module HHq(R,M).

Proof. Our first proof is due to Ştefan [208]. Let P � be a projective reso-
lution of k as a right A-module. Let Q � be an injective resolution of M as
an (R#A)e-module. By restricting to the subalgebra Re of (R#A)e, since
(R#A)e is free over Re, Q � becomes an Re-injective resolution of M . To see
this, note that by the Nakayama relations in Lemma A.6.1,

HomRe(U, I) ∼= Hom(R#A)e((R#A)e ⊗Re U, I)

for all Re-modules U and (R#A)e-modules I, so HomRe(−, I) is an exact
functor when I is an injective (R#A)e-module, implying that the restriction
of I to Re is also injective.

We use this resolution Q � to give the Hochschild cohomology HH∗(R,M)
a right A-module structure as the action induced by that of equation (9.6.1).
Take the right A-action on each HomRe(R,Qq) given by (9.6.1). A calcula-
tion shows that this action of A commutes with the differentials and thus
induces an action on Hochschild cohomology as claimed.

Let

Cp,q = HomA(Pp,HomRe(R,Qq)),
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a double complex that we may view as:

...

��

...

��

HomA(P0,HomRe(R,Q2))

��

�� HomA(P1,HomRe(R,Q2)) ��

��

· · ·

HomA(P0,HomRe(R,Q1)) ��

��

HomA(P1,HomRe(R,Q1)) ��

��

· · ·

HomA(P0,HomRe(R,Q0)) �� HomA(P1,HomRe(R,Q0)) �� · · ·

We will analyze the two first quadrant spectral sequences associated to this
double complex in the notation of Section A.7. They each converge to
H∗(C). Since each Pi is projective as a right A-module, HomA(Pi,−) is
exact. Therefore, starting with vertical differentials, the cohomology in each
column HomA(Pi,HomRe(R,Q �)) is isomorphic to HomA(Pi,−) applied to
the cohomology of HomRe(R,Q �), which is HH∗(R,M). So we have

H′′(C) = HomA(P �,HH
�

(R,M)),

and consequently

H′(H′′(C)) = H
�

(A,HH
�

(R,M)).

Therefore Ep,q
2 is as claimed.

On the other hand, starting with horizontal differentials:

(9.6.4) H′(C) ∼= H
�

(A,HomRe(R,Q �)).

We claim that for each q, Hp(A,HomRe(R,Qq)) = 0 whenever p > 0. This
is a special case of [208, Proposition 3.2]. To see this in our setting, first
note that there is an injective (R#A)e-module homomorphism

i : Qq → Homk((R#A)e, Qq)

given by i(m)(x⊗ y) = xmy for all m ∈ Qq and x, y ∈ R#A. Since Qq is an
injective (R#A)e-module, this map splits, and so Qq is a direct summand of
Homk((R#A)e, Qq) as an (R#A)e-module. This implies that HomRe(R,Qq)
is a direct summand of HomRe(R,Homk((R#A)e, Qq)) as a right A-module.
So to prove our claim, it suffices to show that

Hp(A,HomRe(R,Homk((R#A)e, Qq))) = 0

whenever p > 0. Now this is the degree p cohomology of the complex

HomA(P �,HomRe(R,Homk((R#A)e, Qq))),
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and by Lemma 9.6.2, this is isomorphic to

HomA(P �,Homk(A
op ⊗ (R#A), Qq)).

In turn, this is isomorphic to Homk(P �⊗A (Aop ⊗ (R#A)), Qq) as a graded
vector space. An isomorphism is given in each degree p by sending an
element f of HomA(Pp,Homk(A

op ⊗ (R#A), Qq)) to the element φ(f) of
Homk(Pp ⊗ (R#A), Qq) defined by φ(f)(x ⊗ y) = f(x)(y) for all x ∈ Pp,
y ∈ R#A. An inverse map takes g ∈ Homk(Pp ⊗A (Aop ⊗ (R#A)), Qq) to
ψ(g), where ψ(g)(x)(y) = g(x ⊗ y). A calculation shows that for each g,
the function ψ(g) is a homomorphism of right A-modules, and that φ, ψ are
indeed inverse maps. Now Homk(P �⊗A (Aop⊗ (R#A)), Qq) has homology 0
in positive degrees, since −⊗A (Aop ⊗ (R#A)) and Homk(−, Qq) are exact
functors, proving our claim.

As a result, the cohomology H′(C) given by (9.6.4) is concentrated in the
leftmost column. In the qth position, by Remark 9.2.4 (see Lemma 9.2.2),
it is

H0(A,HomRe(R,Qq)) ∼= HomA(k,HomRe(R,Qq))

∼= HomRe(R,Qq)
A.

Now we claim there is an isomorphism of vector spaces

(9.6.5) HomRe(R,Qq)
A ∼= Hom(R#A)e(R#A,Qq)

for each q. To see this, consider an element f of HomRe(R,Qq)
A, which is

determined by f(1). By hypothesis, rf(1) = f(1)r and af(1) = f(1)a for
all a ∈ A. (The latter equation holds since f(1)a =

∑
a1S(a2)f(1)a3 =∑

a1ε(a2)f(1) = af(1).) Define γ(f)(ra) = (ra)f(1) for all r ∈ R and
a ∈ A. Then γ(f) is an (R#A)e-module homomorphism. The map γ
has inverse given by sending a function g in Hom(R#A)e(R#A,Qq) to the
function taking 1 to g(1). It follows from the isomorphism (9.6.5) that
H′′(H′(C)) = HH

�

(R#A,M), and this is the cohomology of C
�, �. Therefore

the first spectral sequence converges to HH
�

(R#A,M), as claimed.

Our second proof is due to Negron [164]. Again let P � be a projective
resolution of k as an A-module. Let K � be a projective resolution of R
as an Re-module that is A-equivariant, that is, each Kq is an A-module
for which the structure maps R ⊗ Kq → Kq and Kq ⊗ R → Kq are A-
module homomorphisms, and this A-module structure commutes with the
differentials. Existence of an A-equivariant projective Re-module resolution
of R is proven in [164]. It may be checked that there is a right A-module
structure on HomRe(Kq,M) given by

(f · a)(x) =
∑

S(a1)f(a2 · x)a3
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for all f ∈ HomRe(Kq,M), a ∈ A, and x ∈ Kq, and that

HH∗(R#A,M) ∼= H∗(HomA(P �,HomRe(K �,M))).

Just as in the first proof, the bicomplex HomA(P �,HomRe(K �,M)) gives
rise to a spectral sequence converging to HH∗(R#A,M), and the E2 page
is H∗(A,HH∗(R,M)). A calculation shows that this spectral sequence is
multiplicative due to the use of a projective resolution of R as an Re-module,
as opposed to the injective resolution of M in the first proof. �

In the special case of a semisimple Hopf algebra, Theorem 9.6.3 has the
following consequence.

Corollary 9.6.6. Let A be a semisimple Hopf algebra, let R be an A-module
algebra, and let M be an (R#A)e-module. There is an isomorphism of
graded vector spaces,

HH∗(R#A,M) ∼= (HH∗(R,M))A,

and an isomorphism of graded algebras,

HH∗(R#A) ∼= (HH∗(R,R#A))A.

Proof. Since A is semisimple, the spectral sequence of Theorem 9.6.3 col-
lapses: the E2 page is concentrated in the leftmost column, which is

H0(A,HH∗(R,M)) ∼= (HH∗(R,M))A.

The second isomorphism now follows by results of Negron [164] as outlined
in the second proof of Theorem 9.6.3. The total complex of P �⊗P � is also a
projective resolution of k as an A-module and the total complex of K �⊗RK �

is also a projective resolution of R as an Re-module, and so the Comparison
Theorem (Theorem A.2.7) implies there are chain maps P � → P �⊗ P � and
K � → K � ⊗R K � lifting the augmentation maps of the complexes. These
chain maps may be used to put a differential graded algebra structure on
HomA(P �,HomRe(K �,M)). For details, see [164, Theorem 6.5]. �

Exercise 9.6.7. Verify that equation (9.6.1) gives a well-defined right A-
module structure to HomRe(R,N).

Exercise 9.6.8. Verify the last statement in the proof of Lemma 9.6.2, that
ψ is an inverse map to φ.

Exercise 9.6.9. Use Corollary 9.6.6 with A = kG to give a different proof
of the first part of Theorem 3.5.2.
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Appendix A

Homological Algebra
Background

We collect here some homological algebra terminology, notation, and results
that we will use throughout the book. Proofs and more details may be found
in standard homological algebra texts such as [21,112,168,187,223].

A.1. Complexes

Let R be a ring. We always assume that R has multiplicative identity 1 and
all modules are unital modules, that is, 1 acts as the identity map. Modules
will be left modules unless otherwise specified.

A complex C � of R-modules, also written (C �, d �), is a sequence of R-
modules and R-module homomorphisms, called differentials,

C � : · · · �� C2
d2 �� C1

d1 �� C0
d0 �� C−1

d−1
�� C−2

�� · · · ,

where dn−1dn = 0 for all n ∈ Z. The degree (also called dimension) of
an element x of Cn is n, and we write |x| = n. The differential then is
considered to have degree −1 as a map. For each n, the kernel Ker(dn) is
the R-submodule of Cn consisting of n-cycles, the image Im(dn+1) is the
R-submodule of Cn consisting of n-boundaries, and the quotient Hn(C �) =
Ker(dn)/ Im(dn+1) is the nth homology of C �. Two n-cycles x and y are
homologous if x − y is an n-boundary. Write H∗(C �) =

⊕
n≥0Hn(C �), the

homology of C �.

We will sometimes omit the subscript on C �, writing C instead, to de-
note the complex. We will also sometimes identify C � with the R-module

211
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⊕
n∈ZCn and d � with the homomorphism from this R-module to itself that

agrees with dn on each Cn.

We take a chain complex to be a complex for which Cn = 0 for n < 0, and
a cochain complex to be a complex for which Cn = 0 for n > 0. Some authors
use these terms more generally to refer to complexes. Some complexes may
be indexed differently, replacing n by −n in C � above, with the maps still
oriented as shown so that the indexing agrees with the left to right ordering of
integers on a standard number line. A cochain complex then has differential
of degree +1, and we may choose to write the index as a superscript:

C
�

: 0 �� C0 d0
�� C1 d1

�� C2 d2
�� · · · .

In this context, elements in the kernel of dn are n-cocycles, and elements in
the image of dn−1 are n-coboundaries. Two n-cocycles are cohomologous if
their difference is an n-coboundary. We write Hn(C

�

) = Ker(dn)/ Im(dn−1)
and H∗(C

�

) =
⊕

n≥0H
n(C

�

), and refer to this as the cohomology of the
cochain complex C

�

. The following definitions and statements may be
rephrased in terms of this other indexing choice.

We say that C � is acyclic, or exact, if Hn(C �) = 0 for all n. A short exact
sequence is an exact complex of the form 0 → U → V → W → 0.

Let (C, d) be a complex and n ∈ Z. The shifted (or translated) complex
C[n] has

C[n]i = Ci+n

and differentials (−1)nd, so for example, C[n]0 = Cn. (For a cochain com-
plex, we take instead C[n]i = Ci−n.)

Let (C, d) and (C ′, d′) be complexes. A chain map f � : C � → C ′
� consists

of an R-module homomorphism fn : Cn → C ′
n for which fn−1dn = d′nfn for

each n, that is, the following diagram commutes:

· · · �� C1
d1

��

f1
��

C0
d0

��

f0
��

C−1
��

f−1

��

· · ·

· · · �� C ′
1

d′1 �� C ′
0

d′0 �� C ′
−1

�� · · ·

A chain map induces a map on homology, and is a quasi-isomorphism if this
induced map is an isomorphism.

Two chain maps f �, g � : C � → C ′
� are chain homotopic if there are R-

module homomorphisms sn : Cn → C ′
n+1 such that

(A.1.1) fn − gn = sn−1dn + d′n+1sn

for all n. We call s � a homotopy for f �−g �. Chain homotopy is an equivalence
relation, and two chain homotopic maps induce the same maps on homology.
If g � is the zero map, we call s � a chain contraction of f �. If there is a chain
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contraction of the identity map on C �, it is also sometimes called a contract-
ing homotopy, and it follows that C � is acyclic. This conclusion holds under
the weaker hypothesis that there are some functions sn : Cn → C ′

n+1 (not
necessarily R-module homomorphisms) satisfying equation (A.1.1). Some-
times when R is a k-algebra, there are k-linear maps sn satisfying this hy-
pothesis that are not R-module homomorphisms.

Differential graded algebras. Let k be a field. A differential graded
algebra is a complex (C, d) for which C is a graded k-algebra and the Leibniz
rule holds: for all x ∈ Ci and y ∈ Cj ,

d(xy) = d(x)y + (−1)ixd(y).

A differential graded Lie algebra is a complex (C, d) for which C is a graded
Lie algebra over k and for all x ∈ Ci and y ∈ Cj ,

d([x, y]) = [d(x), y] + (−1)i[x, d(y)].

A differential graded coalgebra is a complex (C, d) for which C is a graded
coalgebra over k, i.e., there is a graded k-linear map Δ : C → C ⊗C that is
coassociative (i.e., (Δ⊗ 1)Δ = (1⊗Δ)Δ) and

(d⊗ 1 + 1⊗ d)Δ = Δd.

(Here we apply the sign convention (2.3.1).) A differential graded coalgebra
C is counital if there is a k-linear map ε : C → k such that (ε⊗ 1)Δ = 1 =
(1⊗ ε)Δ.

Pushout and pullback. Let A,B, Y be R-modules, and let α : Y → A,
β : Y → B be R-module homomorphisms. A pushout of α, β is an R-module
X together with R-module homomorphisms φ : A → X, ψ : B → X such
that φα = ψβ and for any R-module Z and R-homomorphisms φ̃ : A → Z,
ψ̃ : B → Z for which φ̃α = ψ̃β, there is a unique R-module homomorphism
η : X → Z such that φ̃ = ηφ, ψ̃ = ηψ:

Y
α ��

β
��

A

φ
��

B
ψ

�� X

Note that we may take

(A.1.2) X = A⊕B/{(−α(y), β(y)) | y ∈ Y }
and φ, ψ to be the maps induced by inclusion into A⊕B.

Let A,B,X be R-modules, and let φ : A → X, ψ : B → X be R-module
homomorphisms. A pullback of φ, ψ is an R-module Y together with R-
module homomorphisms α : Y → A, β : Y → B such that φα = ψβ and
for any R-module Z and R-module homomorphisms α̃ : Z → A, β̃ : Z → B
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for which φα̃ = ψβ̃, there is a unique R-module homomorphism η : Z → Y
such that α̃ = αη, β̃ = βη. Note that we may take

Y = {(a, b) ∈ A⊕B | φ(a) = ψ(b)}
and α, β to be the maps induced by projection from A⊕B.

A.2. Resolutions and dimensions

An R-module P is projective if for every surjective R-module homomorphism
f : U → V and R-module homomorphism g : P → V , there exists an R-
module homomorphism h : P → U such that fh = g:

(A.2.1)

P

g

��

h

���
�
�
�

U
f

�� V �� 0

There are many equivalent definitions of projective module, for example,
an R-module is projective if and only if it is a direct summand of a free
module (i.e., R⊕I for some indexing set I). A projective cover of an R-
module M is a projective R-module P together with a surjective R-module
homomorphism ε : P → M such that for any projective R-module P ′ and
surjective R-module homomorphism ν : P ′ → M , there is a surjective R-
module homomorphism ψ : P ′ → P such that ν = εψ.

An R-module I is injective if for every injective R-module homomor-
phism f : V → U and R-module homomorphism g : V → I, there exists an
R-module homomorphism h : U → I such that hf = g:

(A.2.2)

I

U

h
���

�
�

�
V

g

��

f
�� 0��

An R-module F is flat if for every short exact sequence of right R-
modules 0 → U → V → W → 0, the induced sequence of abelian groups
0 → U ⊗R F → V ⊗R F → W ⊗R F → 0 is exact. Every projective module
is flat.

Let M be an R-module. A projective resolution of M is a chain complex
P � consisting of projective R-modules Pn (n ≥ 0) for which H0(P �) ∼= M and
Hn(P �) = 0 for all n = 0. Thus P � is quasi-isomorphic to the complex that
is M concentrated in degree 0 and 0 elsewhere, with all maps 0:

· · · �� P2
��

��

P1
��

��

P0
��

ε
��

0 ��

��

· · ·

· · · �� 0 �� 0 �� M �� 0 �� · · ·
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As a consequence of the definition, the following sequence is exact:

(A.2.3) · · · d2
�� P1

d1
�� P0

ε �� M �� 0.

We refer to the complex (A.2.3) as the augmented complex of P �. Sometimes

this augmented complex is abbreviated P �

ε−→ M and referred to as the
projective resolution of M , when it is clear from the context what is meant.
We also sometimes refer to P � as the truncated complex of (A.2.3).

Note that projective resolutions of R-modules always exist: every R-
module M is a homomorphic image of a projective R-module, for example,
the free module on a set of generators of M . One may use this fact to
build projective resolutions as follows. Let P0 be a projective R-module
having M as a homomorphic image under a map ε. Let K1 = Ker(ε).
Then K1 is a homomorphic image of a projective R-module P1 via some
map ε1 : P1 → K1. Denote by i1 the inclusion map i1 : K1 → P0 and set
d1 = i1ε1. Let K2 = Ker(d1) and continue.
(A.2.4)

· · · �� P2
d2

��

ε2
���

��
��

��
� P1

d1
��

ε1
���

��
��

��
� P0

ε
�� M �� 0

K2

i2

����������
K1

i1

����������

We call Ki an ith syzygy module of M . It depends on some choices, and
Lemma A.2.6 below is a precise statement about these choices. First we
state Schanuel’s Lemma.

Lemma A.2.5 (Schanuel’s Lemma). Let 0 → K → P
ε−→ M → 0 and

0 → K ′ → P ′ ε′−→ M → 0 be two short exact sequences of R-modules with
P, P ′ projective. Then K ⊕ P ′ ∼= K ′ ⊕ P .

Schanuel’s Lemma immediately implies:

Lemma A.2.6. If Ki and K ′
i are ith syzygy modules of the R-module M ,

then there are projective R-modules P, P ′ such that Ki ⊕ P ∼= K ′
i ⊕ P ′.

Another way to state Lemma A.2.6 is to say that Ki and K ′
i are equiva-

lent under the following equivalence relation. Two R-modules U and V are
equivalent if there is an isomorphism of R-modules U⊕P ∼= V ⊕P ′ for some
projective R-modules P, P ′.

The Heller operator Ω is defined by Ω(M) = K1 (notation from di-
agram (A.2.4)), understood to take values in an equivalence class of R-
modules. Sometimes we write ΩR = Ω to emphasize the choice of ring R.
This operator is often used in settings where projective direct summands
do not matter, such as Theorem A.3.3 below. In some contexts, Ω(M) may
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instead be defined more specifically and uniquely up to isomorphism, for ex-
ample by taking P � to be a minimal resolution as defined below. It should be
clear from the context which is meant. Sometimes this operator is iterated,
and we write Ω1 = Ω and Ωn(M) = Ω(Ωn−1(M)) for all n ≥ 2.

The next theorem in particular implies a relation among projective res-
olutions.

Theorem A.2.7 (Comparison Theorem). Let (P �, d �) and (Q �, d′�) be chain
complexes of R-modules with M = H0(P �), N = H0(Q �), and let ε : P0 → M
and ε′ : Q0 → N be corresponding augmentation maps. Assume that the
augmented complex · · · → Q1 → Q0 → N → 0 is exact and that Pi is
projective for each i. If f : M → N is an R-module homomorphism, then
there is a chain map f � : P � → Q � for which fε = ε′f0, that is, the following
diagram commutes:

· · · �� P2
��

f2
��
�
�
� P1

��

f1
��
�
�
� P0

ε ��

f0
��
�
�
� M ��

f
��

0

· · · �� Q2
�� Q1

�� Q0
ε′ �� N �� 0

The chain map f � is unique up to chain homotopy.

In particular, if P �, Q � are projective resolutions of M,N , respectively,
the Comparison Theorem states that there is a chain map f � : P � → Q �

lifting f : M → N .

A projective resolution P � of an R-module M is minimal if for every
projective resolution P ′

� → M , there is a chain map f � : P ′
� → P � lifting the

identity map on M such that fn is surjective for each n. Equivalently, P0 is
a projective cover of M and Pi is a projective cover of the ith syzygy module
Ki for each i.

An injective resolution of an R-module M is a cochain complex I � con-
sisting of injective R-modules In for which H0(I �) ∼= M and Hn(I �) = 0 for
all n = 0. In other words, M ∼= Ker(d0) and the following sequence is exact:

(A.2.8) 0 �� M
ι

�� I0
d0

�� I1
d1

�� · · · ,

where ι is an isomorphism from M to Ker(d0) followed by inclusion into
I0. We refer to the complex (A.2.8) as the augmented complex of I �, and
sometimes as the injective resolution of M when it is clear from the context
what is intended. We also sometimes refer to I � as the truncated complex
of (A.2.8).
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Note that injective resolutions of R-modules always exist. Baer’s Theo-
rem states that every R-module can be embedded in an injective R-module,
and an injective resolution can be built in a similar fashion to that described
for a projective resolution above. Let L1 = Coker(ι) = I0/ Im(ι), then em-
bed L1 into an injective module I1 via ι1 : L1 → I1, set δ0 = ι1π0, where
π0 : I0 → L1 is the quotient map, and so on:

(A.2.9)

0 �� M
ι �� I0

δ0 ��

π0
��
��

��
��

� I1
δ1 ��

π1
��
��

��
��

� I2 �� · · ·

L1

ι1

���������
L2

ι2

���������

Again, the module L1 is unique up to injective direct summands, due to a
dual version of Schanuel’s Lemma, which states that if 0 → N → I → L → 0
and 0 → N → I ′ → L′ → 0 are exact sequences with I, I ′ injective, then
there is an isomorphism L⊕ I ′ ∼= L′ ⊕ I.

We define the operator Ω−1 by Ω−1(M) = L1, understood to take values
in an equivalence class of modules, and call it a first cosyzygy module of M .
Similarly, Ω−i(M) = Li is an ith cosyzygy module of M .

The above notation is chosen with the following setting in mind. Assume
R is a self-injective algebra over a field k, that is, R is injective as an R-
module (under left multiplication). Then projective A-modules are also
injective, and vice versa. Combining diagrams (A.2.4) and (A.2.9) we obtain:

· · · �� P1
d1 ��

ε1
���

��
��

��
� P0

ιε ��

ε
���

��
��

��
� I0

δ0 ��

π0
��
��

��
��

� I1 �� · · ·

K1

i1

����������
M

ι

���������
L1

ι1

���������

The modules in the top row are all projective and injective and may be
viewed as terms in projective and injective resolutions of the modules in
the bottom row. It follows that Ω−1(Ω(M)) is equivalent to M . There are
projective modules P, P ′ such that

Ω−1(Ω(M))⊕ P ∼= M ⊕ P ′

in this case that R is self-injective.

Other types of resolutions may be defined similarly, for example, flat
resolutions.

The projective dimension pdimR(M) of an R-module M is the smallest
integer n such that there is a projective resolution of M :

0 �� Pn
�� · · · �� P0

�� M �� 0.
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If no such n exists we write pdimR(M) = ∞. We similarly define injective
dimension and flat dimension. Note that pdimR(M) is the smallest integer
n such that an nth syzygy module ofM is projective. Thus pdimR(Ω(M)) =
pdimR(M)− 1 if M is not projective. We also see that

(A.2.10) pdimR(M) = sup{j | ExtjR(M,N) = 0 for some R-module N}.

The left global dimension of R is

gldiml R = sup{pdimR(M) | M is a left R-module}.
We may similarly define right global dimension, gldimr. Authors often in-
stead use the notation gldim without a subscript in contexts where it is
understood which is meant, or in case R is commutative.

An important class of examples is provided by the following theorem.

Theorem A.2.11 (Hilbert’s Syzygy Theorem). Let k be a field. Then

gldim k[x1, . . . , xn] = n.

A ring R is (left) hereditary if every left ideal is projective, equivalently
if gldiml R ≤ 1. Thus for example, k[x] is hereditary by Theorem A.2.11.

A.3. Ext and Tor

Let M and N be R-modules. Let P �

ε−→ M be a projective resolution of M .

Applying HomR(−, N) to the sequence · · · d2−→ P1
d1−→ P0 → 0, we obtain

(A.3.1) 0 �� HomR(P0, N)
d∗1 �� HomR(P1, N)

d∗2 �� · · · ,

where d∗i (f) = fdi for all i and f ∈ HomR(Pi−1, N). We set d∗0 = 0. Note
that d∗i+1d

∗
i = 0 since didi+1 = 0, so the sequence (A.3.1) is a (cochain)

complex of abelian groups (that is, Z-modules). If R is commutative, it is
a complex of R-modules. If R is an algebra over a field k, it is a complex
of k-vector spaces. We define ExtnR(M,N) to be the cohomology of this
complex:

ExtnR(M,N) = Hn(HomR(P �, N)) = Ker(d∗n+1)/ Im(d∗n)

for n ≥ 0, and

Ext∗R(M,N) =
⊕
n≥0

ExtnR(M,N).

An application of the Comparison Theorem (Theorem A.2.7) shows that
Ext∗R(M,N) does not depend on choice of projective resolution of M . Note
that

Ext0R(M,N) ∼= HomR(M,N).

By construction, if M is itself a projective R-module, then ExtnR(M,N) = 0
for all n > 0.
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Equivalently, we may define ExtnR(M,N) via an injective resolution. Let

N
ι−→ I � be an injective resolution of N . Apply HomR(M,−) to the se-

quence 0 → I0
d0−→ I1

d1−→ · · · to obtain a sequence

(A.3.2) 0 �� HomR(M, I0)
(d0)∗

�� HomR(M, I1)
(d1)∗

�� · · · ,

where (di)∗(f) = dif for all i and f ∈ HomR(M, Ii). Set (d−1)∗ = 0.
Then (di+1)∗(di)∗ = 0 for all i ≥ −1, so the sequence (A.3.2) is a (cochain)
complex of abelian groups. It can be shown that

ExtnR(M,N) ∼= Hn(HomR(M, I �)) = Ker((dn)∗)/ Im((dn−1)∗).

If N is an injective R-module, we now see that ExtnR(M,N) = 0 for all
n > 0.

For each n, the group ExtnR(M,N) has an interpretation in terms of exact
sequences: an n-extension of M by N is an exact sequence of R-modules

f : 0 �� N �� Un−1
�� · · · �� U1

�� U0
�� M �� 0.

If g is another n-extension of M by N , a map of extensions from f to g is
a chain map which is the identity map (denoted 1) on M and on N :

0 �� N ��

1
��

Un−1
��

φn−1

��

· · · �� U1
��

φ1

��

U0
��

φ0

��

M ��

1
��

0

0 �� N �� Vn−1
�� · · · �� V1

�� V0
�� M �� 0

Maps of n-extensions generate an equivalence relation. There is a well-
defined binary operation on equivalence classes, called the Baer sum, under
which the set of equivalence classes of n-extensions is an abelian group. A
representative of the additive inverse of the n-extension f above can be taken
to be the sequence with the same modules in which the map U0 → M is
replaced by its additive inverse, and all other maps are the same. The group
ExtnR(M,N) is isomorphic to the group of equivalence classes of n-extensions
of M by N . We outline this one-to-one correspondence next.

Let f be the above n-extension of M by N . We will define an element of
ExtnR(M,N) corresponding to it. Let P � → M be a projective resolution of

M . By the Comparison Theorem (Theorem A.2.7), there is a chain map f̂ �:

Pn+1
dn+1

��

��

Pn
dn ��

f̂n
��

Pn−1
��

f̂n−1

��

· · · �� P1
d1 ��

f̂1
��

P0
ε ��

f̂0
��

M ��

1
��

0

0 �� N �� Un−1
�� · · · �� U1

�� U0
�� M �� 0
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Then f̂n ∈ HomR(Pn, N) and f̂ndn+1 = 0, so f̂n is a cocycle. Set f = f̂n.

Since f̂ � is unique up to chain homotopy, any two such maps represent the
same element of ExtnR(M,N).

Conversely, let f ∈ HomR(Pn, N) for which fdn+1 = 0. We will define
an n-extension f of M by N corresponding to f . Let X be a pushout of

Pn
dn−→ Pn−1 and Pn

f−→ N . We may take

X = (Pn−1 ⊕N)/{(−dn(x), f(x)) | x ∈ Pn}.

Then the following diagram commutes:

Pn+1
dn+1

��

��

Pn
dn ��

f

��

Pn−1
dn−1

��

(10)
��

Pn−2
��

1
��

· · · �� P0
ε ��

1
��

M ��

1
��

0

0 �� N
(01)

�� X
(dn−1,0)

�� Pn−2
dn−2

�� · · · �� P0
ε �� M �� 0

(Equivalently, we may replace Pn by Kn = Ker(dn−1) in the pushout dia-
gram.) The lower sequence is an n-extension of M by N .

The following theorem is called “dimension shifting” since it allows any
Extn group to be expressed as an Ext1 group (shifting degree, or dimension,
from n to 1). It follows from close inspection of diagrams (A.2.4) and (A.2.9).

Theorem A.3.3 (Dimension shifting). Let M and N be R-modules. For
each i ≥ 1, let ΩiM denote an ith syzygy module of M , and Ω−iN an ith
cosyzygy module of N . Then

ExtnR(M,N) ∼= Ext1R(Ω
n−1M,N),

ExtnR(M,N) ∼= Ext1R(M,Ω1−nN)

for all n ≥ 2.

As observed in the last section, if R is self-injective, then Ω−1(Ω(N))
is equivalent to N (that is, isomorphic up to projective direct summands).
Thus we have the following corollary.

Corollary A.3.4. If R is a self-injective algebra over a field k, then

ExtnR(M,N) ∼= ExtnR(Ω(M),Ω(N))

for all R-modules M,N and n ≥ 1.

Now suppose M is a right R-module and N is a left R-module. Let
P � → M be a (right R-module) projective resolution of M . Apply −⊗R N
to obtain a sequence of Z-modules:

· · · �� P2 ⊗R N
d2⊗1

�� P1 ⊗R N
d1⊗1

�� P0 ⊗R N �� 0.
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Here, as elsewhere, in order to minimize notational clutter, we suppress the
subscript R on the tensor symbol ⊗, for maps and elements, when it is clear
from the context that they involve tensor products over R. We set d0 = 0.
This is a chain complex and we define TorRn (M,N) to be its homology:

TorRn (M,N) = Hn(P �⊗R N) = Ker(dn ⊗ 1)/ Im(dn+1 ⊗ 1)

for n ≥ 0, and

TorR∗ (M,N) =
⊕
n≥0

TorRn (M,N).

By the Comparison Theorem (Theorem A.2.7), TorRn (M,N) does not depend
on choice of projective resolution of M . Note that

TorR0 (M,N) ∼= M ⊗R N.

Equivalently, we may define TorRn (M,N) via a (left R-module) projective
resolution of N . Let Q � → N be a projective resolution of N and apply
M ⊗R − to obtain a sequence

· · · �� M ⊗R Q2
1M⊗d2

�� M ⊗R Q1
1M⊗d1

�� M ⊗R Q0
�� 0.

It can be shown that TorRn (M,N) ∼= Hn(M ⊗R Q �). By construction then,
if either M or N is flat as an R-module, then TorRn (M,N) = 0 for all n > 0.

A.4. Long exact sequences

The following lemma can be used to construct long exact sequences for Ext
and Tor.

Lemma A.4.1 (Snake Lemma). Let U,U ′, V, V ′,W,W ′ be R-modules for
which there is a commuting diagram with exact rows:

U ′ ��

f
��

V ′ p
��

g

��

W ′ ��

h
��

0

0 �� U
i �� V �� W

There is an exact sequence

Ker(f) → Ker(g) → Ker(h)
∂−→ Coker(f) → Coker(g) → Coker(h),

where ∂(w′) = i−1gp−1(w′) for all w′ ∈ Ker(h). If the map U ′ → V ′ is
injective, then Ker(f) → Ker(g) is injective, and if V → W is surjective,
then Coker(g) → Coker(h) is surjective.

By the notation p−1(w′) in the lemma, we mean any element in the
inverse image of w′. Its value under i−1g followed by projection to Coker(f)
will not depend on the choice. The name Snake Lemma refers to the curved
arrow in the following diagram that illustrates the statement.
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Ker(f) Ker(g) Ker(h)

U ′ V ′ W ′ 0

0 U V W

Coker(f) Coker(g) Coker(h)

f g

p

h

i

A consequence of the Snake Lemma (Lemma A.4.1) is the following
theorem. A short exact sequence of complexes is a sequence

0 → U �

f �−→ V �

g �−→ W � → 0,

where f �, g � are chain maps and for each i, fi is injective, gi is surjective,
and Im(fi) = Ker(gi).

Theorem A.4.2. Let 0 → U �

f �−→ V �

g �−→ W � → 0 be a short exact sequence
of complexes. For each n, there is an abelian group homomorphism ∂n :
Hn(W �) → Hn−1(U �) such that

· · · �� Hn+1(W )
∂n+1

�� Hn(U)
fn �� Hn(V )

gn �� Hn(W )
∂n �� · · ·

is an exact sequence, where fn, gn denote the maps induced by fn, gn.

The homomorphisms ∂n in the theorem are called connecting homomor-
phisms.

The following lemma is called the Horseshoe Lemma due to the shape
of the diagram in the statement.

Lemma A.4.3 (Horseshoe Lemma). Let U ′, U, U ′′ be R-modules for which
there is an exact sequence 0 → U ′ → U → U ′′ → 0, and let P ′

� → U ′,
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P ′′
� → U ′′ be projective resolutions of U ′ and U ′′:

0

��

· · · �� P ′
1

�� P ′
0

�� U ′ ��

��

0

U

��

· · · �� P ′′
1

�� P ′′
0

�� U ′′ ��

��

0

0

For each n, let Pn = P ′
n ⊕ P ′′

n . Then there are differentials di for which

· · · → P1
d1−→ P0 → U → 0 is a projective resolution of U , and the right

column lifts to an exact sequence of complexes 0 → P ′
�

ι �−→ P �

π �−→ P ′′
� → 0

with ι �, π � the standard inclusion and projection maps, respectively.

The Horseshoe Lemma (Lemma A.4.3) is used in conjunction with The-
orem A.4.2 to obtain the following four long exact sequences.

Theorem A.4.4 (First long exact sequence for Ext). Let U be an R-module,
and let 0 → V ′ → V → V ′′ → 0 be an exact sequence of R-modules. There
is an exact sequence:

0 → HomR(U, V
′) �� HomR(U, V ) �� HomR(U, V

′′) ��

Ext1R(U, V
′) −→ Ext1R(U, V ) −→ Ext1R(U, V

′′) −→ Ext2R(U, V
′) · · ·

Theorem A.4.5 (Second long exact sequence for Ext). Let V be an R-
module, and let 0 → U ′ → U → U ′′ → 0 be an exact sequence of R-modules.
There is an exact sequence:

0 → HomR(U
′′, V ) �� HomR(U, V ) �� HomR(U

′, V ) ��

Ext1R(U
′′, V ) −→ Ext1R(U, V ) −→ Ext1R(U

′, V ) −→ Ext2R(U
′′, V ) · · ·

Theorem A.4.6 (First long exact sequence for Tor). Let V be a left R-
module, and let 0 → U ′ → U → U ′′ → 0 be an exact sequence of right
R-modules. There is an exact sequence:

· · · �� TorR2 (U
′′, V ) �� TorR1 (U

′, V ) �� TorR1 (U, V ) ��

TorR1 (U
′′, V ) �� U ′ ⊗R V �� U ⊗R V �� U ′′ ⊗R V �� 0
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Theorem A.4.7 (Second long exact sequence for Tor). Let U be a right
R-module, and let 0 → V ′ → V → V ′′ → 0 be an exact sequence of left
R-modules. There is an exact sequence:

· · · �� TorR2 (U, V
′′) �� TorR1 (U, V

′) �� TorR1 (U, V ) ��

TorR1 (U, V
′′) �� U ⊗R V ′ �� U ⊗R V �� U ⊗R V ′′ �� 0

A.5. Double complexes

A double complex (or bicomplex) of R-modules is a set B = {Bi,j}i,j∈Z of
R-modules Bi,j with maps

dhi,j : Bi,j → Bi−1,j and dvi,j : Bi,j → Bi,j−1

(called horizontal and vertical differentials, respectively) such that dhdh = 0,
dvdv = 0, and dvdh+dhdv = 0. We say that B is bounded if for each n, there
are finitely many Bi,j with i+ j = n that are nonzero. The total complex of
the double complex B is given by

Tot(B)n =
⊕

i+j=n

Bi,j

for each n, with differential d = dh + dv. (To be more precise, we may write

Tot⊕(B)n =
⊕

i+j=nBi,j and Tot
∏
(B)n =

∏
i+j=nBij . We will generally

work with bounded complexes, in which case there is no distinction.) When
we refer to the homology of the double complex B, we mean the homology
of its total complex.

Remark A.5.1. A double complex of R-modules may equivalently be de-
fined as a complex of complexes, working in the abelian category (see Sec-
tion A.6) whose objects are complexes of R-modules and morphisms are
chain maps.

Important examples of double complexes are tensor product complexes
and Hom complexes, as we define next.

Tensor product complexes. Let (C �, dC� ), (D �, dD� ) be complexes of right
and left R-modules, respectively. Let Bi,j = Ci ⊗R Dj with

dhi,j(x⊗ y) = dCi (x)⊗ y and dvi,j(x⊗ y) = (−1)ix⊗ dDj (y)

for all x ∈ Ci, y ∈ Dj. Written a different way, in accordance with the sign
convention (2.3.1), we have

dhi,j = dCi ⊗ 1D and dvi,j = 1C ⊗ dDj .
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Then B �, � is a double complex of Z-modules. (If R is commutative, then B
is a double complex of R-modules.) We sometimes denote B �, � by C �⊗R D �

or C ⊗R D.

Theorem A.5.2 (Künneth Theorem). Let C � and D � be complexes of right
and left R-modules, respectively, for which Cn and d(Cn) are flat R-modules
for all n ∈ Z. Then for all n ∈ Z, there is a short exact sequence:

0 −→
⊕

i+j=n

Hi(C)⊗R Hj(D) −→Hn(C ⊗R D) −→

⊕
i+j=n−1

TorR1 (Hi(C),Hj(D)) −→ 0

Remark A.5.3. The hypothesis that Cn and d(Cn) are flat can be replaced
by the hypothesis that Dn and d(Dn) are flat as left R-modules.

Viewing a module as a complex concentrated in degree 0, with differen-
tials all 0, we obtain the following corollary.

Theorem A.5.4 (Universal Coefficients Theorem). Let C be a complex of
right R-modules in which all Cn, d(Cn) are flat, and let M be a left R-
module. There is a short exact sequence

0 �� Hn(C)⊗R M �� Hn(C ⊗R M) �� TorR1 (Hn−1(C),M) �� 0.

If C is quasi-isomorphic to C ′ and D is quasi-isomorphic to D′, then
C ⊗R D is quasi-isomorphic to C ′ ⊗R D′, via tensor product maps.

Hom complexes. Let (C �, dC� ), (D �, dD� ) be complexes of left R-modules.
Let Bi,j = HomR(Ci, Dj) with

dhi,j(f) = (−1)i−j+1fdCi+1 and dvi,j(f) = dDj f

for all f ∈ HomR(Ci, Dj). Then B �, � is a double complex of Z-modules. We
caution that there are other choices of sign conventions on Hom complexes
in the literature. It is common instead to reindex first so that either C or
D becomes a cocomplex. We sometimes denote B �, � by HomR(C �, D �) or
HomR(C,D).

If C is quasi-isomorphic to C ′ and D is quasi-isomorphic to D′, then
HomR(C,D) is quasi-isomorphic to HomR(C

′, D′).

A standard Hom complex arises as follows. Let P � → M be a projective
resolution of an R-moduleM . Then HomR(P �, P �) is a double complex as de-
scribed above. Since P � is quasi-isomorphic to M as a complex concentrated
in degree 0, HomR(P �, P �) is quasi-isomorphic to HomR(P �,M), whose coho-
mology is Ext∗R(M,M). Moreover, a calculation shows that HomR(P �, P �) is
a differential graded algebra under composition of functions.
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Theorem A.5.5 (Acyclic Assembly Lemma). Let B be a bounded double
complex of R-modules. Then Tot(B) is acyclic if one of the following four
conditions holds: Bi,j = 0 for all j < 0 and B has exact columns or exact
rows, or Bi,j = 0 for all i < 0 and B has exact columns or exact rows.

See [223, Lemma 2.7.3] for a precise statement for unbounded complexes.

A.6. Categories, functors, derived functors

A category C is a collection of objects Obj(C) together with a set of mor-
phisms HomC(A,B) for each pair of objects A,B of C, including an identity
morphism 1A ∈ HomC(A,A) for each object A and a binary operation called
composition ◦ : HomC(A,B) × HomC(B,C) → HomC(A,C) for every triple
A,B,C of objects of C, such that

(hg)f = h(gf) and 1Bf = f1A

for all f ∈ HomC(A,B), g ∈ HomC(B,C), h ∈ HomC(C,D), and objects
A,B,C,D of C. (Here, as elsewhere, we have written gf in place of g ◦ f to
denote composition.)

A morphism f ∈ HomC(A,B) is an isomorphism if there is a morphism
g ∈ HomC(B,A) such that gf = 1A and fg = 1B.

We work primarily with categories of left or right modules or bimod-
ules for a ring. The morphisms are module homomorphisms, the identity
morphism is the identity homomorphism, and composition is function com-
position. If R is a ring, we use the notation R -Mod (respectively, R -mod)
to denote the categories of all left R-modules (respectively, all finitely gen-
erated left R-modules). The notation Mod-R (respectively, mod-R) denotes
similar categories of right R-modules. We abbreviate HomR -Mod (respec-
tively, HomR -mod, HomMod-R, Hommod-R) by HomR in all these cases, and it
will always be clear from the context which is meant. Note that for any pair
of R-modules A,B, the set HomR(A,B) is in fact an abelian group under
addition of functions.

Let C and D be categories. A functor F : C → D assigns an object F (A)
of D to each object A of C, and a morphism F (f) ∈ HomD(F (A), F (B))
to each morphism f ∈ HomC(A,B) for each pair of objects A,B of C in
such a way that F (1A) = 1F (A) for all A and F (g ◦ f) = F (g) ◦ F (f) for
all morphisms f, g that can be composed. The identity functor 1C : C → C
is given by 1C(A) = A and 1C(f) = f for all objects A and morphisms
f of C. We have in fact defined a covariant functor, to be more precise.
A contravariant functor similarly assigns to each object A of C an object
F (A) of D and to each morphism f ∈ HomC(A,B) a morphism F (f) ∈
HomD(F (B), F (A)) such that F (1A) = 1F (A) and F (g ◦ f) = F (f) ◦ F (g)
for all morphisms f, g that can be composed.
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Let C and D be categories. Let F : C → D and G : C → D be functors.
A natural transformation η : F → G assigns a morphism ηA : F (A) → G(A)
to each object A of C in such a way that G(f)◦ηA = ηB ◦F (f) for all objects
A,B of C and morphisms f ∈ HomC(A,B), that is, the following diagram
commutes:

F (A)
F (f)

��

ηA
��

F (B)

ηB
��

G(A)
G(f)

�� G(B)

If ηA is an isomorphism for each object A, we say that η is a natural iso-
morphism, and write F ∼= G. The adjective “natural” is often used in this
technical sense.

Two categories C and D are equivalent if there are functors F : C → D,
G : D → C and natural isomorphisms FG ∼= 1D, GF ∼= 1C .

Let R and S be rings. A functor F : R -Mod → S -Mod is additive if F in-
duces homomorphisms of abelian groups HomR(A,B) ∼= HomS(F (A), F (B))
for all R-modules A,B. The rings R and S are Morita equivalent if R -Mod
and S -Mod are equivalent categories via additive functors F : R -Mod →
S -Mod and G : S -Mod → R -Mod. Note that the original definition of
Morita equivalence requires F and G to have a particular form; this defini-
tion is equivalent.

Let C, D be categories and let F : C → D, G : D → C be functors.
Suppose that there are natural isomorphisms

HomD(F (X), Y )
∼−→ HomC(X,G(Y ))

for each object X of C and each object Y of D. Then we say that F is a left
adjoint to G, and that G is a right adjoint to F .

Examples of adjoint functors are provided by induction and coinduction
of modules as follows. Let A be a ring, and let B be a subring of A. Let
N be a B-module. The induced (also called tensor induced) A-module is
A⊗B N with action of A given by multiplication on the left factor A. The
coinduced A-module is HomB(A,N) with action of A given by

(a · f)(a′) = f(a′a)

for all a, a′ ∈ A and f ∈ HomB(A,N).

The following lemma is a statement about adjoint functors.

Lemma A.6.1 (Nakayama relations). Let A be a ring, and let B be a
subring of A. Let M be an A-module, and let N be a B-module. Then

HomB(N,M) ∼= HomA(A⊗B N,M),

HomB(M,N) ∼= HomA(M,HomB(A,N)).
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That is, restriction from A to B has a left adjoint given by induction and a
right adjoint given by coinduction.

The following lemma is a consequence of Lemma A.6.1.

Lemma A.6.2 (Eckmann-Shapiro Lemma). Let A be a ring and let B be
a subring of A such that A is projective as a right B-module. Let M be an
A-module and let N be a B-module. Then

ExtnB(N,M) ∼= ExtnA(A⊗B N,M),

ExtnB(M,N) ∼= ExtnA(M,HomB(A,N)).

More generally we will be interested in additive functors on abelian cate-
gories, which are a generalization of categories of modules that retain enough
structure for homological algebra. We define these next after some other
needed definitions.

A zero object of a category C is an object A such that |HomC(A,B)| = 1
and |HomC(B,A)| = 1 for all objects B of C (or in other words, A is both
an initial and a terminal object). We often write 0 instead of A.

Let {Ai}i∈I be a set of objects Ai of C indexed by some set I. A product∏
i∈I Ai is an object A, together with morphisms πi ∈ HomC(A,Ai) for all

i ∈ I satisfying the following universal property. If B is an object of C and
ψi ∈ HomC(B,Ai) for all i ∈ I, then there is a unique θ ∈ HomC(B,A) such
that the following diagram commutes for all i ∈ I:

A

πi

��

B

θ
����������

ψi

�� Ai

A coproduct
∐

i∈I Ai is an objectA together with morphisms ιi∈HomC(Ai, A)
satisfying: if B is an object of C and φi ∈ HomC(Ai, B) for all i ∈ I, then
there is a unique τ ∈ HomC(A,B) such that the following diagram commutes
for all i ∈ I:

A
τ

��
��

��
��

��

Ai

ιi

��

φi

�� B

For categories of modules, product is direct product and coproduct is direct
sum.

A category C is additive if HomC(A,B) is an abelian group for every
object A,B in C, composition of morphisms is Z-bilinear, and C has a zero
object, finite products, and coproducts.
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Let C be an additive category and f ∈ HomC(A,B) for objects A,B of
C. A kernel of f is an object K in C and a morphism j ∈ HomC(K,A) such
that fj = 0, and whenever C is an object and g ∈ HomC(C,A) satisfies
fg = 0, there is a unique g ∈ HomC(C,K) such that jg = g. That is, the
following diagram commutes:

K
j

�� A
f

�� B

C
g

����������
g

��

A cokernel of f is an object D in C and a morphism p ∈ HomC(B,D) such
that pf = 0, and whenever C is an object and g ∈ HomC(B,C) satisfies
gf = 0, there is a unique g ∈ HomC(D,C) such that gp = g. That is, the
following diagram commutes:

A
f

�� B
p

��

g

��

D

g����
��
��
��

C

Let C be a category. Let A,B be objects of C and f ∈ HomC(A,B). Then
f is a monomorphism if whenever C is an object of C and g, h ∈ HomC(C,A),
if fg = fh then g = h. The morphism f is an epimorphism if whenever C
is an object of C and g, h ∈ HomC(B,C), if gf = hg then g = h.

A category C is abelian if it is additive, every morphism has both a kernel
and a cokernel, every monomorphism is a kernel, and every epimorphism is
a cokernel. Categories of R-modules for a ring R are abelian.

Let C be an abelian category. A sequence A
f−→ B

g−→ C of morphisms
f, g in C is exact if f is a kernel of g, and g is a cokernel of f . Projective
and injective objects of C can be defined via diagrams (A.2.1) and (A.2.2),
as well as projective and injective resolutions (which do not always exist in
general). Many of the standard homological constructions and properties of
the previous sections make sense in any abelian category.

Let C,D be abelian categories. A covariant functor F : C → D is left
exact (respectively, right exact) if for every exact sequence 0 → A → B → C
(respectively, A → B → C → 0), the sequence

0 → F (A) → F (B) → F (C)

is exact (respectively, F (A) → F (B) → F (C) → 0 is exact). For example,
HomR(D,−) is left exact. A contravariant functor F : C → D is left exact
(respectively, right exact) if for every exact sequence A → B → C → 0
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(respectively, 0 → A → B → C), the sequence

0 → F (C) → F (B) → F (A)

is exact (respectively, F (C) → F (B) → F (A) → 0 is exact). For example,
HomR(−, D) is left exact. In either case, F is exact if it is both left and
right exact.

Let C,D be abelian categories and F : C → D an additive (covariant)
functor. Assume C has enough projectives, that is, assume that for each
object A of C, there is an epimorphism from a projective object in C to A.
For each object A in C choose a projective resolution P � of A, which exists
since C has enough projectives. Apply the functor F :

F (P �) : · · · �� F (P2)
F (d2)

�� F (P1)
F (d1)

�� F (P0) �� 0.

Then F (P �) is a complex and we define the left derived functor of F to
be L �F , where LnF (A) = Hn(F (P �)). Note that if F is right exact, then
L0F (A) ∼= F (A). (The adjective “left” here indicates the objects are on the
left with 0 at the end.) A typical example is: let R be a ring, C = Mod-R,
D = Z -Mod, B an object of R -Mod, and F the functor −⊗R B; then

LnF (A) = TorRn (A,B).

Assume D has enough injectives, that is, assume that for each object
A of C, there is a monomorphism from A to an injective object. For each
object B in C choose an injective resolution I � of B. Apply the functor F :

F (I �) : 0 �� F (I0) �� F (I1) �� F (I2) �� · · · .

Then F (I �) is a complex and we define the right derived functor of F to
be R

�

F , where RnF (B) = Hn(F (I �)). Note that if F is left exact, then
R0F (B) ∼= F (B). (The adjective “right” here indicates the objects are on
the right with 0 at the beginning.) A typical example is: let R be a ring,
C = R -Mod, D = Z -Mod, A an object of C, and F (B) = HomR(A,B); then

RnF (B) = ExtnR(A,B).

Similarly one defines derived functors of contravariant functors. For
a right derived functor, use a projective resolution, and for a left derived
functor, use an injective resolution.

A.7. Spectral sequences

We will define cohomology spectral sequences here; homology spectral se-
quences are similar but with arrows reversed.
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Definition A.7.1. A cohomology spectral sequence in an abelian category
C is a set {Epq

r | p, q, r ∈ Z, r ≥ 0} of objects in C, together with morphisms

dpqr : Epq
r → Ep+r,q−r+1

r

for which d2r = 0 and Er+1
∼= H

�

(Er), that is, for all p, q, r,

Ep,q
r+1

∼= Ker(dpqr )/ Im(dp−r,q+r−1
r ).

For each r, the set Er of objects E
pq
r together with the morphisms dpqr is the

rth page of the spectral sequence. A page can be visualized in a plane, such
as pages E0, E1, E2 below.

E0 E1

E02
0

��

E12
0

��

E22
0

��

�� E02
1

�� E12
1

�� E22
1

��

E01
0

��

E11
0

��

E21
0

��

�� E01
1

�� E11
1

�� E21
1

��

E00
0

��

E10
0

��

E20
0

��

�� E00
1

�� E10
1

�� E20
1

��

E2

E02
2

����
���

���
���

���
�� E12

2

����
���

���
���

���
�� E22

2

����
���

���
���

���
�� E32

2 E42
2

E01
2

����
���

���
���

���
�� E11

2

����
���

���
���

���
�� E21

2

����
���

���
���

���
�� E31

2 E41
2

E00
2 E10

2 E20
2 E30

2 E40
2

Definition A.7.2. A spectral sequence (E, d) is bounded if for each n ∈ Z
there are finitely many nonzero Epq

0 with p+ q = n.
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By its definition, in case (E, d) is bounded, for each pair p, q, there is an
r0 (depending on p, q) such that Epq

r
∼= Epq

r0 for all r ≥ r0. In this case, we
write

Epq
∞ = Epq

r0 .

Definition A.7.3. A bounded spectral sequence (E, d) converges if there
is a family {Hn | n ∈ Z} of objects of C, each having a finite filtration

0 = F tHn ⊆ · · · ⊆ F p+1Hn ⊆ F pHn ⊆ F p−1Hn ⊆ · · · ⊆ F sHn = Hn,

and isomorphisms Epq
∞ ∼= F pHp+q/F p+1Hp+q for all p, q.

In this book we use some spectral sequences associated to double com-
plexes. We will define these spectral sequences next. In this context, com-
mon notation for a double complex is B = (Bpq, d′, d′′), where d′ and d′′ are
the horizontal and vertical differentials. For each n, write Bn = Tot(B)n =⊕

p+q=nB
p,q, a complex with d = d′ + d′′. The notation B will then some-

times refer to this complex, when no confusion will arise.

For each p, n, let

(A.7.4) F pBn =
⊕
p′≥p

Bp′,n−p′ .

That is, we truncate the double complex at the pth column, replacing all
objects to the left of this column by 0, and then sum over diagonal lines
whose indices sum to a fixed value n.

...
...

...

Bp,2

��

�� Bp+1,2

��

�� Bp+2,2 ��

��

· · ·

Bp,1 ��

��

Bp+1,1 ��

��

Bp+2,1 ��

��

· · ·

Bp,0

��

�� Bp+1,0

��

�� Bp+2,0 ��

��

· · ·

...

��

...

��

...

��

If B is bounded, then for each n, this yields a finite filtration of Bn. If B is
a first quadrant double complex (that is, Bpq = 0 whenever p < 0 or q < 0),
then F 0Bn = Bn and F pBn = 0 for all p > n.

For each p, q, r, let

Cpq
r = {x ∈ F pBp+q | d(x) ∈ F p+rBp+q+1}.
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In particular, Cpq
0 = F pBp+q by definition. Also by definition, if x ∈ Cpq

r ,
then d(x) has component 0 within the band p ≤ p′ ≤ p + r, in order that
d(x) be in F p+rBp+q+1 as specified. Let Epq

0 = Cpq
0 and

(A.7.5) Epq
r =

Cpq
r + F p+1Bp+q

d(Cp−r+1,q+r−2
r−1 ) + F p+1Bp+q

for each r > 0 and p, q ∈ Z. By the definitions there are induced morphisms

dpqr : Epq
r → Ep+r,q−r+1

r

for which d2r = 0. By the definitions,

H∗(Er) ∼= Er+1.

Note that Ep,q
1 is often written H′′(B)p,q, that is, the cohomology of B

with vertical differentials only, and Epq
2 is often written H′H′′(B)p,q, the

cohomology of H′′(B)pq with respect to the differential induced by horizontal
differentials on B only.

We have assumed B is bounded, and so for each p, q, there is an r0 for
which the differentials dpqr0 as well as dp−r0,q+r0−1

r0 (that is, those starting and
ending at position p, q) are zero maps. So Epq

∞ = Epq
r0 .

Let p, q ∈ Z, n = p + q, and let x ∈ Bp,q be a cocycle such that x ∈
F p+1Bn. Then x determines an element of Epq

r for all r ≥ 1 and dr is 0 on the
corresponding element of Epq

∞ . This describes a morphism from F pHp+q(B),
which is the image of Hp+q(F pB) in Hp+q(B), to Epq

∞ . Moreover, this is an
epimorphism since Epq

∞ = Epq
r0 for some r0. The kernel of the epimorphism is

F p+1Hp+q(B) by the definitions. As a consequence, H∗(B) is filtered with
filtration given by F pH∗(B) and

F pHn(B)/F p+1Hn(B) ∼= Epq
∞(B)

for fixed p+ q = n. That is, Er converges to H∗(B).

Theorem A.7.6. Let B be a bounded bicomplex. Give B the filtration (A.7.4)
and let E be the corresponding spectral sequence given by (A.7.5). Then Er

converges to H∗(B).

The statement that Er converges to H∗(B) is often written

Er =⇒ H∗(B).

Note that we could have chosen to filter the complex instead by trun-
cating rows, resulting in another spectral sequence. The E1 page is then
denoted H′(B), and the E2 page H′′H′(B). Comparison of these two spec-
tral sequences can be useful.

The spectral sequence E is multiplicative if E0 has a bigraded product

Ep,q
0 × Ep′,q′

0 → Ep+p′,q+q′

0
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satisfying the Leibniz rule:

d(xy) = d(x)y + (−1)p+qxd(y)

for x ∈ Ep,q
0 , y ∈ Ep′,q′

0 . It follows that for all r, Er has a bigraded product
such that the Leibniz rule holds. In the context of Theorem A.7.6, if E is
multiplicative, then it converges to the associated graded algebra of H∗(B).

Author's preliminary version made available with permission of the publisher, the American Mathematical Society



Bibliography

[1] H. Abbaspour, On algebraic structures of the Hochschild complex, Free loop spaces in ge-
ometry and topology, IRMA Lect. Math. Theor. Phys., vol. 24, Eur. Math. Soc., Zürich,
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Appendix E by Maŕıa O. Ronco; Chapter 13 by the author in collaboration with Teimuraz
Pirashvili. MR1600246

[147] S. A. Lopes and A. Solotar, Lie structure on the Hochschild cohomology of a family of
subalgebras of the Weyl algebra, 2019. arXiv:1903.01226.
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formal deformation, 100
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Gerstenhaber algebra, 19
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graded antisymmetric map, 152
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graded deformation, 110
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graded Jacobi identity, 17
graded Lie algebra, 17
graded symmetric algebra, 150
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Hochschild n-coboundaries, 5
Hochschild n-cocycles, 5
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homotopy derivation, 151
homotopy lifting, 127
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Morita equivalence, 7, 227
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natural isomorphism, 227
natural transformation, 227
noncommutative differential forms, 84
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obstruction to a deformation, 102
outer derivations, 11
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path, 75
path algebra, 75
PBW deformation, 112
PBW Theorem, 115
periodic module, 178
Poincaré-Birkhoff-Witt Theorem, 115
Poisson algebra, 108
Poisson bracket, 108
primary obstruction vanishes, 104
product, 228
projective cover, 214
projective dimension, 217
projective module, 214
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Schanuel’s Lemma, 215
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Snake Lemma, 221
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subpath, 75
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Sweedler notation, 183
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syzygy module, 215
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truncated complex, 215, 216
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twisted Calabi-Yau algebra, 91
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twisting map, 57

Universal Coefficients Theorem, 225
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unshuffles, 153

Van den Bergh duality, 88
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Weyl algebra, 102, 104

Yoneda composition, 35, 191
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zero object, 228
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